Multiband signal reconstruction from finite samples
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Abstract

The minimum mean-squared error (MMSE) estimator has been used to reconstruct a band-limited signal from its finite samples in a bounded interval and shown to have many nice properties. In this research, we consider a special class of band-limited 1-D and 2-D signals which have a multiband structure in the frequency domain, and propose a new reconstruction algorithm to exploit the multiband feature of the underlying signals. The concept of the critical value and region is introduced to measure the performance of a reconstruction algorithm. We show analytically that the new algorithm performs better than the MMSE estimator for band-limited/multiband signals in terms of the critical value and region measure. Finally, numerical examples of 1-D and 2-D signal reconstruction are given for performance comparison of various methods.

Zusammenfassung


Résumé

L'estimateur de l'erreur minimale au sens des moindres carrés (EMMC) a été utilisé pour reconstruire un signal à bande limitée à partir de ses échantillons finis sur un intervalle fermé, et a montré qu'il avait des propriétés intéressantes.
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Dans ce travail, nous considérons une classe particulière, de signaux à bande limitée 1D et 2D, qui ont une structure multi-bande dans le domaine fréquentiel; nous proposons un nouvel algorithme de réconstruction pour exploiter la caractéristique multi-bande des signaux sous-jacents. Le concept de région et de valeur critiques est introduit, dans le but de mesurer les performances d'un algorithme de réconstruction. Nous montrons analytiquement que le nouvel algorithme se comporte mieux que l'estimateur EMMC pour les signaux à bande limitée/multi-bande en termes de mesure des région et valeur critiques. Enfin, des exemples numériques de reconstruction de signaux 1D et 2D sont donnés pour comparer les performances de plusieurs méthodes.
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1. Introduction

Band-limited signal reconstruction from observed samples in a bounded interval is important in many signal processing and communication applications. It has been extensively studied by many researchers, say, [2–12, 16–21, 25–32, 36–40], and from prediction point of view, [24, 23, 31]. This problem can be generally stated as: given a band-limited signal \( f(t) \) with bandwidth \( \Omega \), i.e. \( \hat{f}(\omega) = 0 \) for \( |\omega| > \Omega \), we want to recover the signal \( f(t) \) from a limited number of samples \( f(t_i), i = 1, 2, \ldots, N \). The performance of existing reconstruction methods usually depends on the bandwidth \( \Omega \) of \( f(t) \). That is, algorithms perform poorer when the bandwidth \( \Omega \) becomes larger. However, in some applications the spectrum of the signal \( f(t) \) does not fill the whole bandwidth \([ -\Omega, \Omega] \) but was a multiband structure in \([ -\Omega, \Omega] \) as shown in Fig. 1. One such example is signal transmission via frequency modulation with several carrier frequencies. Then, it is natural to seek an effective algorithm which reconstructs the signal by taking advantage of the multiband feature.

The multiband signal sampling problem has been recently addressed by Vaughan et al. [34] and Beaty and Dodson [1]. An interesting result obtained is that it is possible to uniformly sample a multiband signal with a rate lower than the Nyquist rate based on the bandwidth \( \Omega \) for its perfect reconstruction. Most recently Ries in [28] studied the reconstruction problem of real and analytic band-pass signals from a finite number of samples based on the truncations of the sampling theorems. Since the sampling theorems basically require that the sample points spread on the whole time domain with certain distance between adjacent sample points which should not be too large.

![Fig. 1. Fourier spectrum of a multiband signal.](image-url)
Therefore, to have a good reconstruction an observation in a large time interval is usually needed, which may not be satisfied in some applications. The following reconstruction problem is studied in this research. Let \( f(t) \) be a multiband signal with its Fourier spectrum as shown in Fig. 1, where we assume that the bandwidth \( B_k \) and the center position \( C_k \) of each band indexed by \(-m \leq k \leq m\) are known. Now, given a finite known samples \( f(t_i) \), \( t_i \in [-T, T] \) for an arbitrarily fixed \( T > 0 \), \( i = 1, 2, \ldots, m \), we want to find an approximation \( \hat{f}(t) \) of \( f(t) \) with \( t \in [-\tau, \tau] \), where \( \tau \geq T \). Multiband signal reconstructions from finite samples occur in many applications, for example, optics [10], radar [15], sonar [13], communications [35], biomedical signals [8] and power measurement [7].

In this work, we propose a new reconstruction algorithm for the above problem, which is not motivated from the sampling theorems but from signal extrapolations where the length of the observation time interval may be arbitrary. To measure the performance of different methods, we introduce the concept of the critical region and the critical value. Roughly speaking, by the critical region, we mean the area that the reconstructed signal \( \hat{f}(t) \) provides a good approximation of the true signal \( f(t) \). Then, we use the critical value to characterize the length or the area of the critical region for 1-D and 2-D signals, respectively. We will examine both 1-D and 2-D cases.

We use some numerical examples to demonstrate the performance of the proposed algorithm in Section 5, and concluding remarks are given in Section 6.

2. Critical regions and values for band-limited signal reconstruction

This section reviews some basic results of band-limited signal reconstruction [6, 18, 21, 36]. The main objective is to introduce the concept of critical region and its associated critical value for a given interpolant. We will examine both 1-D and 2-D cases.

Let \( f(t) \) be an \( \Omega \) band-limited signal and \( f(t_i), i = 1, 2, \ldots, m, \) be given samples of \( f(t) \). Then, the MMSE estimator \( f(t) \) is of the form (see [6])

\[
\Phi_m(t) = \sum_{k=1}^{m} a_k \sin \Omega(t - t_k),
\]

(2.1)

where coefficients \( a_1, a_2, \ldots, a_m \) are determined by solving the linear system

\[
\sum_{k=1}^{m} a_k \sin \Omega(t_n - t_k) = f(t_n), \quad n = 1, 2, \ldots, m.
\]

(2.2)

It was proved in [6] that the MMSE estimator \( \Phi_m(t) \) is identical to the minimum energy band-limited interpolant. It was also shown in [21] that the MMSE estimator \( \Phi_m(t) \) is the pointwise minimum-error estimator in the worst case.

Furthermore, we have the following error estimate for the MMSE estimator \( \Phi_m(t) \) (see [18, Eq. (13)]:

\[
|f(t) - \Phi_m(t)| < O\sqrt{E(f)} \frac{\Omega^{1/2}}{m(m-1)} \quad \forall t \in [-\tau, \tau],
\]

(2.3)

where \( O = e^{-1/2(2\pi)^1/2}, \sigma = 1/(2\pi\Omega) \) and \( E(f) \) is the energy of \( f \). Thus, given the number \( m \) of samples and the bandwidth \( \Omega \) of \( f(t) \), we can determine the condition on \( \tau \) so that the error bound is small in the interval \([-\tau, \tau]\). It is clear from (2.3) that we need

\[
m \sigma > 1, \quad \text{or} \quad \tau < \frac{m}{2\pi \Omega},
\]

This paper is organized as follows. The MMSE estimator for band-limited signal reconstruction is briefly reviewed, and the concept of the critical value and region is introduced in Section 2. We study the 1-D and 2-D multiband signal reconstruction problems in Sections 3 and 4, respectively.
and a larger $m\sigma$ (or a smaller $\tau$) implies a smaller error bound. Also, increasing the number $m$ of samples tightens the error bound. These motivate the following definitions. The ratio

$$\Gamma_{\Phi_m} \triangleq \frac{m}{2\varepsilon\Omega}$$

(2.4)

is called the critical value for the interpolant $\Phi_m(t)$ and the interval $[-\Gamma_{\Phi_m}, \Gamma_{\Phi_m}]$ is called the critical region. We conclude that the $\Phi_m(t)$ is a good approximation of $f(t)$ if $|t|$ belongs to the critical region as shown in Fig. 2(a). Different interpolants may have different critical regions, and we can use the critical value as one performance measure. In this paper, when we say that an interpolant $\Psi_1(t)$ is better than another one $\Psi_2(t)$, it is meant that

$$\Gamma_{\Psi_1} \geq \Gamma_{\Psi_2}.$$ 

That is, $\Phi_1(t)$ can approximate $f(t)$ relatively well in a larger interval.

The MMSE estimator can also be extended to the 2-D case (see [6] for more details). Let $f(s, t)$ be \((\Omega_1, \Omega_2)\) band-limited, i.e., $f(\omega_1, \omega_2) = 0$ when $|\omega_1| > \Omega_1$ or $|\omega_2| > \Omega_2$, so that

$$\hat{f}(\omega_1, \omega_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(s, t)e^{-j(\omega_1 s + \omega_2 t)}dsdt,$$

$$f(s, t) = \int_{-\Omega_1}^{\Omega_1} \int_{-\Omega_2}^{\Omega_2} f(\omega_1, \omega_2)e^{j(\omega_1 s + \omega_2 t)}d\omega_1d\omega_2.$$ 

Let $f(s_i, t_i), i_1 = 1, 2, \ldots, m_1, i_2 = 1, 2, \ldots, m_2$, be given samples of $f(s, t)$. Then, the MMSE estimator of $f(s, t)$ from these samples is

$$\Phi_{m_1m_2}(s, t) = \sum_{i_1 = 1}^{m_1} \sum_{i_2 = 1}^{m_2} a_{i_1i_2} \frac{\sin \Omega_1(s - s_{i_1})}{s - s_{i_1}} \times \frac{\sin \Omega_2(t - t_{i_2})}{t - t_{i_2}},$$

(2.5)

where coefficients $a_{i_1i_2}$ satisfy

$$\sum_{i_1 = 1}^{m_1} \sum_{i_2 = 1}^{m_2} a_{i_1i_2} \frac{\sin \Omega_1(s_{n_1} - s_{i_1})}{s_{n_1} - s_{i_1}} \frac{\sin \Omega_2(t_{n_2} - t_{i_2})}{t_{n_2} - t_{i_2}} = f(s_{n_1}, t_{n_2}).$$

(2.6)

for $n_1 = 1, 2, \ldots, m_1$ and $n_2 = 1, 2, \ldots, m_2$. For the error estimation, Xia et al. [36] extended the error bound (2.3) and obtained the following results.

**Proposition 1.** Let $f(s, t)$ be \((\Omega_1, \Omega_2)\) band-limited. If $f(s, t) \in L^1(\mathbb{R}^2)$, i.e.,

$$\int_{\mathbb{R}^2} |f(s, t)| dsdt < \infty,$$

then

$$|f(s, t) - \Phi_{m_1m_2}(s, t)|$$

$$< O_1 \left( \frac{1}{m_1(m_1 \sigma_1)^{m_1}} + \frac{1}{m_2(m_2 \sigma_2)^{m_2}} \right),$$

$$\forall |s| \leq \tau_1, |t| \leq \tau_2,$$

(2.7)

where

$$O_1 = \frac{8\sqrt{2}}{\pi^3} c^{n - 1/6} \Omega_1\Omega_2 \int_{\mathbb{R}^2} |f(s, t)| dsdt,$$

and $\sigma_l = \frac{1}{2\varepsilon_l \Omega_l}, \ l = 1, 2$

and $|s_{i_1}| \leq \tau_1$ and $|t_{i_2}| \leq \tau_2$ for all possible $i_1$ and $i_2$ with arbitrarily given values of $\tau_1$ and $\tau_2$. 

Fig. 2. Critical points in (a) 1-D and (b) 2-D cases.
Proposition 2. Let $f(s, t)$ be $(\Omega_1, \Omega_2)$ band-limited. If its Fourier spectrum $\hat{f}(\omega_1, \omega_2)$ is second-order differentiable, then

$$|f(s, t) - \Phi_{m_1 m_2}(s, t)| < O_2 \left( \frac{1}{m_1 (m_1 \sigma_1)^{m_1}} + \frac{1}{m_2 (m_2 \sigma_2)^{m_2}} \right),$$

$$\forall |s| \leq \tau_1, |t| \leq \tau_2,$$

(2.8)

where

$$O_2 = \frac{2 \sqrt{2}}{\pi^3} e^{\frac{1}{2} \Omega_1 \Omega_2} \sum_{n_1, n_2} |b_{n_1 n_2}| < \infty$$

and

$$\sigma_l = \frac{1}{2e \tau_l \Omega_l}, \quad l = 1, 2$$

(2.9)

and $|S_{\pm l}| \leq \tau_1$ and $|T_{\pm l}| \leq \tau_2$ for all possible $i_1$ and $i_2$ with arbitrarily given values of $\tau_1$ and $\tau_2$. The values $b_{n_1 n_2}$ in (2.8) are Fourier coefficients of $\hat{f}(\omega_1, \omega_2)$ in $[-\Omega_1, \Omega_1] \times [-\Omega_2, \Omega_2]$.

Although the constants $O_1$ and $O_2$ are different in error bounds (2.7) and (2.8), they have the same main term. Similar to the 1-D case, we can also determine the critical region for the interpolant $\Phi_{m_1 m_2}$. To have $m_l \sigma_l > 1, l = 1, 2$, we require

$$\tau_l < \frac{m_l}{2e \Omega_l} - \Gamma_{\Phi_{m_2}}, \quad l = 1, 2,$$

which is the critical region of $\Phi_{m_1 m_2}$. We plot the critical region in Fig. 2(b) as a square enclosed by the solid line, in which $\Phi_{m_1 m_2}(s, t)$ provides a good approximation for $f(s, t)$. Furthermore, we choose

$$I_{\Phi_{m_1 m_2}} = \frac{m_1 m_2}{4e^2 \Omega_1 \Omega_2} = I_{\Phi_{m_2}}$$

(2.10)

to be the critical value corresponding to the area of a quarter of the critical region (i.e. the dark region in Fig. 2(b)). Thus, we can also measure the performance of a 2-D interpolant with its critical value.

3. 1-D multiband signal reconstruction

3.1. General multiband signals

We consider the reconstruction of a 1-D multiband signal $f(t)$ with its Fourier spectrum shown in Fig. 1, where $B_k > 0$ and $C_k$ with $|k| \leq K$, are known a priori and $C_k - C_{k-1} \geq B_k + B_{k-1}$. The $f(t)$ can be represented as

$$f(t) = \sum_{k=-K}^{K} f_k(t) e^{-j\omega_k},$$

(3.1)

where $f_k(t)$ is $B_k$ band-limited. Since the bandwidth $\Omega$ of $f(t)$ is often much larger than each $B_k$ of $f_k(t)$, the critical value of the MMSE estimator for $f(t)$ is much smaller than that for $f_k(t)$. This observation motivates us to use the MMSE estimator of $f_k(t)$ with $|k| \leq K$ for the reconstruction of $f(t)$.

Let $S \triangleq \{t_1, t_2, \ldots, t_m\} \subset [-T, T]$ for certain $T > 0$ be the set of selected sampling points, and $S_k \triangleq \{t_{k1}, t_{k2}, \ldots, t_{km_k}\} \subset [-T, T]$ be the set of arbitrarily fixed $m_k$ distinct points, where $m_k$ satisfies

$$\sum_{k=-K}^{K} m_k = m.$$

Then, a new reconstruction interpolant can be obtained via

$$\Psi_m(t) = \sum_{k=-K}^{K} \sum_{i=1}^{m_k} a_{ki} \sin B_k (t - t_{ki}) e^{-j\omega_k},$$

(3.2)

where coefficients $a_{ki}$ satisfy the following system:

$$\sum_{k=-K}^{K} \sum_{i=1}^{m_k} a_{ki} \sin B_k (t_n - t_{ki}) e^{-j\omega_k} = f(t_n),$$

$$n = 1, 2, \ldots, m.$$ 

(3.3)

Note that the points $t_{ki}$ in $S_k$ are arbitrarily chosen in $[-T, T]$ and may not be related to the sampling points in $S$.

Remark. When the parameters in (3.2)-(3.3) are the following: $m_0 = m, m_k = 0$ for $k \neq 0, a_{0, i} = a_i$ and $t_{0, i} = t_i$, then the interpolant $\Psi_m(t)$ in (3.2) is the band-passed version of the MMSE estimator $\Phi_m(t)$ in (2.1) where the band-pass filter has the pass regions the same as the ones in Fig. 1.

It is clear from (2.4) that, to keep the critical value constant, the larger the bandwidth $B_k$ of the $k$th signal $f_k(t)$ the more points $m_k$ we need in $S_k$, so that

$$\sum_{i=1}^{m_k} a_{ki} \sin B_k (t - t_{ki}) (t - t_{ki})$$


approximates $f_\ell(t)$ well. Thus, we impose the following constraint on the size $m_k$ of the set $S_k$:

$$\frac{m_k}{B_k} = r, \quad k = -K, -K + 1, \ldots, K,$$  

(3.4)

where $r$ is a positive constant. With (3.4) we have

$$r = \frac{\sum_{k=-K}^{K} m_k}{\sum_{k=-K}^{K} B_k} = \frac{m}{\sum_{k=-K}^{K} B_k}.$$  

(3.5)

The following theorem gives an error bound for the reconstruction interpolant $\Psi_m(t)$ given by (3.2).

**Theorem 1.** Let $f(t)$ be a multiband signal with parameters as stated before. If the coefficient matrix for unknowns $a_{ki}$ in (3.3) is of full rank, then

$$|f(t) - \Psi_m(t)| < Or \sum_{k=-K}^{K} \left( \frac{2e}{r} \right)^{m_k}$$

for $t \in [-\tau, \tau]$,  

(3.6)

where $\tau \geq T$, $r$ is defined in (3.5) and $O$ is a positive constant.

The proof of Theorem 1 is given in Appendix A. The coefficient matrix in (3.3) often has a full rank. If not, one can adjust the points in $S_k$ to make it a full rank matrix. Details depend on the sampling points $t_n$ and the subband bandwidths $\Omega_n$.

Based on the error bound (3.6), the critical value $\Gamma_{\psi_m}$ for the interpolant $\Psi_m(t)$ can be defined as

$$\Gamma_{\psi_m} = \frac{r}{2e} \frac{m}{\sum_{k=-K}^{K} B_k} = \frac{\Omega}{\sum_{k=-K}^{K} B_k} \Gamma_{\Phi_m}.$$  

(3.7)

We see that the critical value $\Gamma_{\psi_m}$ is reciprocally related to the total size of occupied bands, i.e. $2\sum_{k=-K}^{K} B_k$. Furthermore, since $\sum_{k=-K}^{K} B_k \leq \Omega$, we have

$$\Gamma_{\psi_m} \geq \Gamma_{\Phi_m}.$$  

(3.8)

This means that the length of the critical interval of the interpolant $\Psi_m$ given by (3.2) for an $\Omega$ band-limited signal with a multiband structure is always greater than or equal to that of its MMSE estimator $\Phi_m$ without exploiting the multiband feature. In addition, when the multiband signal $f(t)$ does not fully occupy the band $[-\Omega, \Omega]$, the critical value $\Gamma_{\psi_m}$ of our proposed method is strictly greater than the critical value $\Gamma_{\Phi_m}$ of the MMSE estimator. We call

$$\gamma_1 = \frac{\Omega}{\sum_{k=-K}^{K} B_k},$$

the gain factor. When the band $[-\Omega, \Omega]$ is fully occupied, the gain factor is 1 (no gain).

When all $B_k$ are equal, the error bound in (3.6) can be simplified.

**Corollary 1.** Let $f(t)$ be a multiband signal with parameters as before and $B_k = B$ for all $k$. If the coefficient matrix for unknowns $a_{ki}$ in (3.3) is of full rank, then

$$|f(t) - \Psi_m(t)| < O(2K + 1) \left( \frac{2e}{r} \right)^{m/(2K + 1)}$$

for $t \in [-\tau, \tau]$,  

(3.9)

where

$$r = \frac{m}{(2K + 1)B}.$$  

3.2. Real multiband signals

As a special case of multiband signals $f(t)$ in (3.1), we assume all $f_k(t)$ and $f(t)$ to be real in this subsection. The signal $f(t)$ can be represented as

$$f(t) = \sum_{k=0}^{K} f_k(t) \cos(C_k t),$$  

(3.10)

where $f_k(t)$ is real $B_k$ band-limited for $k = 0, 1, 2, \ldots, K$. A typical Fourier spectrum for this class of signals is shown in Fig. 3, where $B_{-k} = B_k$.

For $f(t)$ given by (3.10), we can use another interpolant instead of the one in (3.2)–(3.3), i.e.

$$\Psi_m(t) = \sum_{k=0}^{K} \sum_{i=1}^{m_k} a_{ki} \frac{\sin B_k(t - t_{ki})}{t - t_{ki}} \cos(C_k t),$$

where $t_{ki}$ with $i = 1, 2, \ldots, m_k$ are arbitrarily fixed distinct points in $[-T, T]$ for each $k$.  

\[ \sum_{k=0}^{K} m_k = m \text{ and } a_{ki} \text{ are obtained via solving the system} \]
\[ \sum_{k=0}^{K} \sum_{i=1}^{m_k} \frac{\sin(B_k(t_n - t_{ki}))}{t_n - t_{ki}} \cos(C_k t_n) - f(t_n), \quad n = 1, 2, \ldots, m. \]

We can derive an error bound for \( \Phi_m(t) \) similar to that given in Theorem 1 as
\[ |f(t) - \Phi_m(t)| < O(\sum_{k=0}^{K} \frac{2\pi}{T} m_k), \quad t \in [-\tau, \tau], \]
where \( O \) is as before and \( \bar{T} = \frac{m}{\sum_{k=0}^{K} B_k} \).

In particular, if \( B_k = B \) for \( k = 0, 1, 2, \ldots, K \), we have a result similar to Corollary 1, i.e.
\[ |f(t) - \Phi_m(t)| < O\left(\frac{2\pi}{T}\right)^{m/(K+1)}, \quad t \in [-\tau, \tau]. \]

The critical value for this case is
\[ \Gamma_{\Phi_m} = \frac{m}{2e\sum_{k=0}^{K} B_k} = \frac{\sum_{k=0}^{K} B_k}{\sum_{k=0}^{K} B_k} \Gamma_{\Phi_m}, \]
\[ = \left(1 + \frac{\sum_{k=0}^{K} B_k}{\sum_{k=0}^{K} B_k}\right) \Gamma_{\Phi_m}, \quad (3.11) \]

Combining (3.8) and (3.11), we obtain
\[ \Gamma_{\Phi_m} > \Gamma_{\Phi_m} > \Gamma_{\Phi_m} \text{ for } K > 0. \]

Besides, it is straightforward to derive that
\[ \Gamma_{\Phi_m} = \gamma_2 \Gamma_{\Phi_m}, \]
where
\[ \gamma_2 = \frac{\Omega}{\sum_{k=0}^{K} B_k} \]
is the gain factor for \( \Phi_m \) with the MMSE estimate \( \Phi_m \) as the reference. It is interesting to point out that \( \gamma_2 \) is always greater than 1 if \( K > 0 \). When the bandwidth \( B_0 \) of the base band is small with
\[ \frac{\sum_{k=0}^{K} B_k}{\sum_{k=0}^{K} B_k} \approx 1, \]
we can simplify (3.11) to be
\[ \Gamma_{\Phi_m} \approx 2\Gamma_{\Phi_m} \geq 2\Gamma_{\Phi_m}, \]
so that the gain factor \( \gamma_2 \geq 2 \). This implies that the interpolant \( \Phi_m \) for modulated real signals performs almost at least twice as well as the MMSE estimator \( \Gamma_{\Phi_m} \). This point will be demonstrated in numerical examples in Section 5.

4. 2-D multiband signal reconstruction

4.1. General multiband signals

Now, let us consider 2-D multiband signals \( f(s, t) \) with \( 2K + 1 \) nonoverlapping multibands
bounded by \([- \Omega_1, \Omega_1] \times [- \Omega_2, \Omega_2]\) as shown in Fig. 4, where each band, with index \(-K \leq k \leq K\) has the center frequencies \(C_{1k}\) and \(C_{2k}\) and bandwidths \(B_{1k}\) and \(B_{2k}\) along the frequency axes \(\omega_1\) and \(\omega_2\), respectively. We assume that these multiband parameters are known a priori. It is clear that

\[ \sum_{k=-K}^{K} B_{1k}B_{2k} \leq \Omega_1\Omega_2. \]  

(4.1)

The 2-D multiband signal \(f(s, t)\) can be represented by

\[ f(s, t) = \sum_{k=-K}^{K} f_k(s, t)e^{-j(sC_{1k}+tC_{2k})}, \]  

(4.2)

where \(f_k(s, t)\) is \((B_{1k}, B_{2k})\) band-limited while \(f(s, t)\) is \((\Omega_1, \Omega_2)\) band-limited. The reconstruction problem is to recover \(f(s, t)\) from its samples \(f(s_i, t_j)\), \(i = 1, 2, \ldots, m_i\), \(l = 1, 2\), where the sampling points are selected from \([- T_1, T_1] \times [- T_2, T_2]\) for some \(T_1, T_2 > 0\).

Let

\[ S_k = \{(s_{ki}, t_{kl}) \in [- T_1, T_1] \times [- T_2, T_2]: i_l = 1, 2, \ldots, m_i, l = 1, 2, |k| \leq K\}. \]

be a set of arbitrarily fixed \(m_1m_2\) distinct points, where

\[ \sum_{k=-K}^{K} m_{1k}m_{2k} = m_1m_2. \]  

(4.3)

Similar to the interpolant \(\Psi_m(t)\) in the 1-D case, we have the following \(\Psi_{m,m_2}(s, t)\) for the reconstruction of \(f(s, t)\):

\[ \Psi_{m_1,m_2}(s, t) = \sum_{k=-K}^{K} \sum_{i_l=1}^{m_i} \sum_{j_l=1}^{m_{2l}} \frac{\sin B_{1k}(s - s_{ki})}{s - s_{ki}} \times \frac{\sin B_{2k}(t - t_{kl})}{t - t_{kl}} e^{-j(sC_{1k}+tC_{2k})}. \]  

(4.4)

where \(a_{k,i_l,j_l}\) satisfy the following system:

\[ \sum_{k=-K}^{K} \sum_{i_l=1}^{m_i} \sum_{j_l=1}^{m_{2l}} \frac{\sin B_{1k}(s_{ni} - s_{kin})}{s_{ni} - s_{kin}} \times \frac{\sin B_{2k}(t_{ni} - t_{knl})}{t_{ni} - t_{knl}} e^{-j(s_{ni}C_{1k}+t_{ni}C_{2k})} = f(s_{ni}, t_{nl}) \]  

(4.5)

for \(n_l = 1, 2, \ldots, m_i\) and \(l = 1, 2\).

We next estimate the error bound and analyze the critical region of \(\Psi_{m_1,m_2}(s, t)\). Similar to the assumption (3.4) in the 1-D case, we assume that

\[ \frac{m_{1k}}{B_{1k}} = r_1, \quad l = 1, 2, \quad \text{and} \]

\[ k = - K, - K + 1, \ldots, K, \]  

(4.6)

where \(r_1\) and \(r_2\) are constants. Thus, by (4.3), we have

\[ r_1r_2 \sum_{k=-K}^{K} B_{1k}B_{2k} = \sum_{k=-K}^{K} m_{1k}m_{2k} = m_1m_2 \]

and, therefore,

\[ r_1r_2 = \frac{m_1m_2}{\sum_{k=-K}^{K} B_{1k}B_{2k}}. \]  

(4.7)

Then, we have the following theorem on the error bound of \(\Psi_{m_1,m_2}(t)\).

**Theorem 2.** Consider a function \(f(s, t)\) of the form (4.2). For all \(k = - K, - K + 1, \ldots, K\), if

(i) \(f_k(s, t) \in L^1(\mathbb{R})\), or
(ii) $\hat{f}(\omega_1, \omega_2)$ is second-order differentiable in $[-B_{1k}, B_{1k}] \times [-B_{2k}, B_{2k}]$, and the coefficient matrix for unknowns $a_{ki,l}$ in (4.5) is of full rank, then

$$|f(s, t) - \Psi_{m_1m_2}(s, t)|$$

$$\leq O \sum_{k=-K}^{K} \left( \left( \frac{2\pi r_1}{r_1} \right)^{m_{1k}} \left( \frac{2\pi r_2}{r_2} \right)^{m_{2k}} \right)$$

for $|s| \leq \tau_1, |t| \leq \tau_2,$

(4.8)

where $\tau_1 \geq T_1$ for $l = 1, 2$, $O$ is a positive constant and $r_1, r_2$ are as in (4.6).

Since the proof of Theorem 2 is similar to that of Theorem 1, it is omitted. In the uniform multiband case, the estimate in (4.8) can be simplified further.

**Corollary 2.** If the same conditions stated in Theorem 2 are satisfied and if $B_{1k} = B_{2k}$ for $|k| \leq K$ and $l = 1, 2$, then

$$|f(s, t) - \Psi_{m_1m_2}(s, t)|$$

$$\leq O \left( \left( \frac{2\pi r_1}{r_1} \right)^{r_{1B_1}} \left( \frac{2\pi r_2}{r_2} \right)^{r_{2B_2}} \right)$$

for $|s| \leq \tau_1, |t| \leq \tau_2.$

(4.9)

Based on error bounds (4.8) and (4.9), the critical value for $\Psi_{m_1m_2}$ is

$$I_{\Psi_{m_1m_2}} = r_{1B_1} r_{2B_2}/(4\pi^2).$$

By using (2.10) and (4.7), we can relate this critical value to that of the MMSE estimator $\Phi_{m_1m_2}$ in (2.5) as

$$I_{\Psi_{m_1m_2}} = \frac{m_1 m_2}{4\pi^2 \sum_{k=-K}^{K} B_{1k} B_{2k}} = \frac{\Omega_1 \Omega_2}{\sum_{k=-K}^{K} B_{1k} B_{2k}} I_{\Phi_{m_1m_2}},$$

so that the gain factor is

$$\gamma_3 = \frac{\Omega_1 \Omega_2}{\sum_{k=-K}^{K} B_{1k} B_{2k}}.$$

It is clear from (4.1) that $\gamma_3 \geq 1$. Moreover, if the band $[-\Omega_1, \Omega_1] \times [-\Omega_2, \Omega_2]$ is not fully occupied, the gain factor $\gamma_3 > 1$. Thus, we conclude the new algorithm is better than the MMSE estimator for $(\Omega_1, \Omega_2)$ band-limited signals with a multiband structure.

### 4.2. Real multiband signals

When $f_k(s, t)$ and $f(s, t)$ in (4.2) are real signals, we can find a more efficient reconstruction algorithm. The $f(s, t)$ can be represented as

$$f(s, t) = \sum_{k=0}^{K} f_k(s, t) \cos(kC_{1k} + tC_{2k}).$$

Note that its spectrum $\hat{f}(\omega_1, \omega_2)$ has the symmetry with respect to the origin, i.e.

$$\hat{f}(\omega_1, \omega_2) - \hat{f}(-\omega_1, -\omega_2).$$

For $k = 0, 1, \ldots, K$, we use $S_k$ to denote the set of auxiliary sampling points and

$$\sum_{k=0}^{K} m_{1k} m_{2k} = m_1 m_2.$$

Then, we can use the following interpolant as an approximation for the real multiband signal $f(s, t)$:

$$\Psi_{m_1m_2}(s, t) = \sum_{k=0}^{K} \sum_{i_1=1}^{m_{1k}} \sum_{i_2=1}^{m_{2k}} a_{ki_1i_2} \sin B_{1k}(s - s_{ki_1})$$

$$\times \frac{m_{1k} m_{2k} \sin B_{2k}(t - t_{ki_2})}{s - s_{ki_1}} \cos(s_{ki_1} C_{1k} + t_{ki_2} C_{2k}),$$

where coefficients $a_{ki_1i_2}$ satisfy the following system:

$$\sum_{k=0}^{K} \sum_{i_1=1}^{m_{1k}} \sum_{i_2=1}^{m_{2k}} a_{ki_1i_2} \sin B_{1k}(s_{ni_1} - s_{ki_1})$$

$$\times \frac{m_{1k} m_{2k} \sin B_{2k}(t_{ni_2} - t_{ki_2})}{s_{ni_1} - s_{ki_1}} \cos(s_{ni_1} C_{1k} + t_{ni_2} C_{2k}) = f(s_{ni_1}, t_{ni_2})$$

for $n_1 = 1, 2, \ldots, m_1$ and $l = 1, 2$. The error bound on the interpolant $\Psi_{m_1m_2}(s, t)$ is

$$|f(s, t) - \Psi_{m_1m_2}(s, t)|$$

$$\leq O \sum_{k=0}^{K} \left( \left( \frac{2\pi r_1}{r_1} \right)^{m_{1k}} \left( \frac{2\pi r_2}{r_2} \right)^{m_{2k}} \right)$$

for $|s| \leq \tau_1, |t| \leq \tau_2,$

where $\tau_1 \geq T_1$ for $l = 1, 2$, $O$ the same as in (4.8) and

$$\tilde{r}_1 \tilde{r}_2 = \frac{m_1 m_2}{\sum_{k=0}^{K} B_{1k} B_{2k}}.$$

(4.10)
By using (2.10), (4.7) and (4.10), we can compute the critical value for this case as

\[ \Gamma_{\varphi_{m,m_2}} = \frac{\hat{r}_1\hat{r}_2}{4e^2} = \frac{\hat{r}_1\hat{r}_2}{r_1r_2} = \frac{\sum_{k=-K}^{K} B_{1k}B_{2k}}{\sum_{k=0}^{K} B_{1k}B_{2k}} \Gamma_{\varphi_{m,m_2}}. \]

Therefore, we have the gain factor

\[ \gamma_4 = \frac{\Omega_1\Omega_2}{\sum_{k=0}^{K} B_{1k}B_{2k}}. \]

If the bandwidth \( B_0 \) of the base band is small, we have

\[ \frac{\sum_{k=-K}^{K} B_{1k}B_{2k}}{\sum_{k=0}^{K} B_{1k}B_{2k}} \approx 2. \]

Consequently, \( \Gamma_{\varphi_{m,m_2}} \approx 2\Gamma_{\varphi_{m,m_2}} \geq 2\Gamma_{\varphi_{m,m_2}} \) and \( \gamma_4 \geq 2. \) Note also that if the signal has symmetric spectrum with respect to both \( \omega_1 \) and \( \omega_2 \) axes, it can be expressed as

\[ f(s, t) = \sum_{k=0}^{K} f_k(s, t) \cos(sC_{1k}) \cos(tC_{2k}). \]

It is possible to modify the above algorithm so that it achieves a gain factor \( \gamma_5 \geq 4. \)

5. Numerical experiments

We use numerical examples to demonstrate the performance of the proposed algorithms.

Test problem 1: 1-D multiband signal. The test signal is chosen to be the modulated real signals

\[ f(t) = f_0(t) + 0.5f_1(t)\cos(C_1t), \]

with the Fourier spectrum

\[ f_k(\omega) = \begin{cases} \pi \sin(\alpha_k |\omega|), & |\omega| \leq B_k, \\ 0, & |\omega| > B_k, \end{cases} \]

where \( k = 1, 0, 1 \), and \( \alpha_k \) and \( B_k \) are positive constants. Since \( f(t) \) is real, \( f_k(-\omega) = f_k^*(\omega) \). In the experiment, we choose

\[ \alpha_0 = 4\pi, \quad \alpha_1 = 6\pi, \]

and

\[ \Omega = 4\pi, \quad B_0 = \frac{\pi}{8}, \quad C_1 = \Omega - B_1, \]

where \( B_1 \) be a parameter ranging from 0 to 31\( \pi/16 \). Note that, when \( B_1 = 31\pi/16, \) \( B_0 + 2B_1 = \Omega \) so that the band \([ -\Omega, \Omega] \) is fully occupied. We observe the function \( f(t) \) at uniformly sampled points \( t = n/10 \) with \( n = -10, -9, \ldots, 9 \) so that the total number of sampling points is 20. The auxiliary sampling point sets are chosen as subsets of \( S \) with \( S \cup S_2 = S \).

We compute \( \Phi_m \) for the reconstruction of \( f(t) \). The critical value for this case is

\[ \Gamma_{\Phi_{20}} = \frac{20}{2e(B_0 + B_1)} = \frac{10}{e(\pi/8 + B_1)}, \]

which is a function of \( B_1 \). The curve of \( \Gamma_{\Phi_{20}} \) via \( B_1 \) is shown in Fig. 5. The critical point for the MMSE estimator is

\[ \Gamma_{\Phi_{20}} = \frac{20}{2e(4\pi)} = \frac{5}{2e}, \]

which corresponds to the constant line as shown in Fig. 5. We can clearly see the improvement of our proposed algorithm when the bandwidth \( B_1 \) becomes smaller and the band \([ -\Omega, \Omega] \) is less fully utilized.

![Fig. 5. The critical value curves via B1 for the algorithm Φ20 and the MMSE estimator Φ20.](image-url)
To give a more clear performance comparison of various methods, we applied the MMSE estimator $\Phi_{20}(t)$ and the interpolant $\Psi_{20}(t)$ to two test signals with $B_1 = \pi/8$ and $B_2 = 3\pi/16$ and plotted the results in Figs. 6–9. In all these figures, we show the true signal $f(t)$ in (a), its Fourier spectrum $\hat{f}(\omega)$ in (b), the reconstructed function ($\Psi_{20}(t)$ or $\Phi_{20}(t)$) in (c) and the corresponding error ($|\Psi_{20}(t) - f(t)|$ or $|\Phi_{20}(t) - f(t)|$) in (d). In subplot (d), we also indicate the critical region by labelling two boundary points as ‘critical point’. When $B_1 = \pi/8$, the signal $f(t)$ consists of three narrow bands. When $B_1 = 3\pi/16$, the signal $f(t)$ is in fact a full-band signal. By comparing the results in Figs. 6 and 7 and those in Figs. 8 and 9, we can clearly see that the proposed method with $\Psi_{20}(t)$ performs much better than the MMSE estimator $\Phi_{20}(t)$ in both cases. Besides, the proposed algorithm performs better when the bandwidth is not fully occupied.

Test problem 2: 2-D multiband signal. The 2-D test is a $(4\pi, 4\pi)$ band-limited real signal of the form

$$f(s, t) = f_0(s, t) + 0.25 f_1(s, t) \cos(C_{11} s + C_{12} t),$$

where $f_k(s, t)$ are $(B_{1k}, B_{2k})$ band-limited with $B_{1k} - B_{2k} = \pi/4$ for $k = 0, 1$, $C_{11} = C_{12} = 4\pi - \pi/4 = 15\pi/4$. The contour plot of the Fourier spectrum $\hat{f}(\omega_1, \omega_2)$ is given in Fig. 10(a) and the original signal $f(s, t)$ is shown in Fig. 10(b). We choose $m_1 = m_2 = 20$, $m_{10} = m_{11} = 10$ and $m_{20} = m_{21} = 20$. The sampling point set is $S = \{(n_1/10, n_2/10):$ for $n_i = -10, -9, \ldots, 9$ for $i = 1, 2\}$, which is concentrated in $[-1, 1] \times [-1, 1]$. The auxiliary sampling point sets $S_0$ and $S_1$ are also chosen as subsets of $S$. The reconstruction $\Phi_{20,20}(s, t)$ from the MMSE estimator and the reconstruction $\Psi_{20,20}(s, t)$ from our proposed method are shown in Figs. 11(a) and (b), respectively. We can clearly see that the new method gives a more accurate result over a larger domain. We also show the absolute error of these two methods in Figs. 12 and 13 with both surface and contour plots. The improvement is clear from these plots.
Fig. 7. Results with $\tilde{\Phi}_{20}(t)$ for $B_1 = \pi/8$.

Fig. 8. Results with $\Phi_{20}(t)$ for $B_1 = 3\pi/16$. 
6. Conclusions

We proposed a new reconstruction algorithm for a band-limited signal with a multiband structure from its finite samples. The concept of critical regions and values for a reconstruction algorithm was introduced for the performance measure. Based on this criterion, we can clearly see the improvement of our new algorithm for band-limited/multiband signals over the MMSE estimator for general band-limited signals. We also gave numerical experiments to support the theoretical derivation.
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Appendix A. Proof of Theorem 1

Let $a$ denote the solution vector for the system (3.3), and $A$ be the coefficient matrix. Let $f$ be the constant vector with components $f(t_n)$ in (3.3). Then, we can write (3.3) as

$$Aa = f.$$  \hspace{1cm} (A.1)

Let $a^{(x)}$ be the Tikhonov regularization solution of the system (A.1) with parameter $\alpha$, i.e.,

$$a^{(x)} = \frac{A^*f}{A^*A + \alpha I},$$  \hspace{1cm} (A.2)

where $A^*$ is the complex conjugate of the matrix $A$ and $I$ is the $m \times m$ identity matrix. Then, see [27, 29],

$$\|a - a^{(x)}\| \leq O_1 \sqrt{\alpha},$$  \hspace{1cm} (A.3)
where \( O_1 \) is a constant which only depends on the signal \( f \). For each \( k \) with \( -K \leq k \leq K \), let \( b_{ki} \) satisfy the following system:

\[
\sum_{i=1}^{m_k} b_{ki} \frac{\sin B_k(t_{kl} - t_{ki})}{t_{kl} - t_{ki}} = f_k(t_{ki})
\]

for \( l = 1, 2, \ldots, m_k \). (A.4)

Let \( b \) denote the vector with components \( b_{ki} \) for all possible \( k, i \). From \( b \) we have the MMSE estimator

\[
\Phi_{m_k}(t) = \sum_{i=1}^{m_k} b_{ki} \frac{\sin B_k(t - t_{ki})}{t - t_{ki}}.
\]
Then, by applying the error estimate (2.3) to the $k$th $B_k$ band-limited signal $f_k(t)$ of $f(t)$,

$$|f_k(t) - \Phi_{m_k}(t)| < O\sqrt{E(f_k)}r\left(\frac{2e^r}{r}\right)^{m_k}$$

for $t \in [-\tau, \tau]$, \hspace{1cm} (A.5)

where $\tau \geq T$ and $r$ is defined in (3.4). Since $t_n \in [-T, T]$, we have

$$|f_k(t_n) - \Phi_{m_k}(t_n)| < O\sqrt{E(f_k)}r\left(\frac{2e^r}{r}\right)^{m_k}$$

for $n = 1, 2, \ldots, m$. 

Fig. 12. The error $\text{err}_2 = |\Phi_{20,20}(s,t) - f(s,t)|$: (a) the surface plot and (b) the contour plot.

Fig. 13. The error $\text{err}_1 = |\Psi_{20,20}(s,t) - f(s,t)|$: (a) the surface plot and (b) the contour plot.
Therefore,

\[ |(Ab)(n) - f(t_n)| = \left| \sum_{k=-K}^{K} \Phi_m(t_n) e^{-j\pi C_k} - f(t_n) \right| \]
\[ \leq \sum_{k=-K}^{K} |\Phi_m(t_n) - f_k(t_n)| \]
\[ \leq O \sqrt{E(f)} \sum_{k=-K}^{K} \left( \frac{2eT}{r} \right)^{m_k} \]

for \( n = 1, 2, \ldots, m \),

where \( O \) is as before. Let

\[ b^{(a)} \triangleq \frac{A^*Ab}{A^*A + \alpha I}. \]

Then,

\[ \| b - b^{(a)} \| \leq O \sqrt{\alpha}, \quad (A.7) \]

where \( O \) is a positive constant which only depends on the signal \( f \). By (A.1), (A.6) and (A.7),

\[ \| a^{(a)} - b^{(a)} \| = \left\| \frac{A^*f}{A^*A + \alpha I} - \frac{A^*Ab}{A^*A + \alpha I} \right\| \]
\[ \leq \frac{1}{\alpha} \left\| A^*(Ab - f) \right\| \]
\[ \leq O \sqrt{E(f)} \frac{2m}{\alpha} \sum_{k=-K}^{K} \left( \frac{2eT}{r} \right)^{m_k}. \]

Therefore,

\[ \| a - b \| \leq \| a - a^{(a)} \| + \| a^{(a)} - b^{(a)} \| + \| b - b^{(a)} \| \]
\[ \leq (O_1 + O_2) \sqrt{\alpha} \]
\[ + O \sqrt{E(f)} \frac{2mr}{\alpha} \sum_{k=-K}^{K} \left( \frac{2eT}{r} \right)^{m_k}. \]

Setting

\[ \alpha = m \left( r \sum_{k=-K}^{K} \left( \frac{2eT}{r} \right)^{m_k} \right)^{2/3}, \]

we have

\[ \| a - b \| \leq O' \sqrt{m} \left( r \sum_{k=-K}^{K} \left( \frac{2eT}{r} \right)^{m_k} \right)^{1/3}, \quad (A.8) \]

where \( O' \) is a positive constant which only depends on signal \( f \). We are now ready to estimate the error of the new algorithm \( \Psi_m \).

\[ |\Psi_m(t) - f(t)| \leq |\Psi_m(t) - \sum_{k=-K}^{K} \Phi_m(t)e^{-j\pi C_k} - f(t)| \]
\[ + \left| \sum_{k=-K}^{K} \Phi_m(t)e^{-j\pi C_k} - f(t) \right| \]
\[ \leq \sum_{k=-K}^{K} \left( \sum_{i=1}^{m_k} \sum_{i=1}^{m_k} (a_{ki} - b_{ki}) \sin B_k(t - t_{ki}) / (t - t_{ki}) e^{-j\pi C_k} \right) \]
\[ + \sum_{k=-K}^{K} |\Phi_m(t) - f_k(t)|. \]

By (A.5) and (A.8), for \( t \in [-\tau, \tau] \) with \( \tau > T \),

\[ |\Psi_m(t) - f(t)| \leq O_3 \frac{m \sum_{k=-K}^{K} \left( \frac{2eT}{r} \right)^{m_k}}{T} \]
\[ + O_2 \frac{2r \sum_{k=-K}^{K} \left( \frac{2eT}{r} \right)^{m_k}}{T}. \]

When \( \tau \) is significantly larger than \( T \),

\[ |\Psi_m(t) - f(t)| \leq O \sum_{k=-K}^{K} \left( \frac{2eT}{r} \right)^{m_k}, \]

where \( O \) is a constant which only depends on the signal \( f \).
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