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Rate Control for an Embedded Wavelet Video Coder  with only a few quantization steps and using interpolation to find
the rate—distortion value for other quantization steps. This scheme
Po-Yuen Cheng, Jin Li, and C.-C. Jay Kuo used the spline interpolation for | frames and the piecewise linear
interpolation for P frames. However, the complexity of this rate
] o control algorithm is still high since the source video has to be encoded
Abstract—Embedded coders provide a better rate-dlstortlpn tra_deoff several times. Frimout [5] and Chen [6] proposed to model the
while the coded bit stream can be truncated at any point without lati hi . . L .
a significant perceptible distortion. In this work, we investigate rate '® ationship between rate, d'S_tor_t'on_’ and quantlzathn step size in
control for an embedded wavelet video coder by converting the rate an MPEG macroblock, thus eliminating an actual coding procedure.
control problem to a bit allocation problem for each frame. Then, a The resulting schemes measured the variance of the macroblock and
computatlpnally efficient rate control algorithm is derived by exploiting used it to predict the entropy and coding rate after quantization.
the rate-distortion performance of the embedded wavelet coder and the Th tati Il efficient. but th f . .
frame dependency between the reference frame and the predictive frame. €y are computationally eflicient, bu e_ periormance IS poor since
Experiments are performed to demonstrate the superior performance of the proposed model does not characterize the MPEG coder well.
the embedded wavelet video coder with the proposed rate control scheme. Although motion-compensated predictive coding plays an important
It is shown that the proposed rate control strategy outperforms the fixed (gle in MPEG. the effect of frame prediction has been seldom
allocation rate control by 0.1-0.4 dB for a variety of sequences, and the taken int l'd tion i t trol. Lan al. 41 ob df
performance gain can be as large as 1.3-2.7 dB around scene changes. a en.ln 0 consideration in _ra € control. fi' [4] observed from .
empirical data that the variance of the motion-compensated residue
grows linearly with the coding error of the reference frame. However,
no analysis of this phenomenon was performed. Other research on
rate control can be found in [7]-[9].
|. INTRODUCTION Wavelet coders have demonstrated an excellent performance in

Rate control is essential to video transmission through constant §jffl image compression as evidenced by a sequence of papers by
rate (CBR) channels such as ISDN, T1, and broadcasting channelSfiPiro [10], Taubman and Zakhor [11], Said and Pearlman [12],
is also important in other applications such as video editing and vidBgmchandraret al. [13] and Liet al. [14]. In addition to providing
storage with CD-ROM or digital video disk (DVD). The rate controf Petter R-D tradeoff and a more pleasant subjective appearance, the
problem can be roughly stated as: the determination of proper codigvelet coder has an embedding property in the sense that the bit
parameters so that decoded video quality is optimized with resp&fam can be truncated at any point without significant perceptible
to a certain fixed channel rate. Since the relationship between codffigtortion. Later, Li and Kuo [15] and Xiong and Guleryuz [16]
parameters, coding rate, and decoded video quality is not obvioud)gve extended the embedded coder to encode the DCT transformed
can be complicated to meet the coding rate requirement by adjustiffficients. The embedding property greatly simplifies rate control
coding parameters. It is even more difficult to optimize the qualiyecause the coding control parameter is the allocated bit rate for
besides satisfying the coding rate constraint. each frame rather than the quantization step size. Compared with

There are several existing rate control schemes for videos codake control for MPEG, the amount of research work on rate control
by the MPEG standard. A well-known example is MPEG Test Modépr embedded video coders is relatively small. One simple strategy
5 (TM5) [1], which adopts a simple rate control scheme by adjustifg" rate control with embedded coders is to assign a fixed number
the quantization step size based on buffer occupancy. Even tho@jhpits to encode each | and P frames, such as specified as the
this scheme is easy to implement, the quality of decoded videostgst condition in MPEG-4 core experiment T2-wavelet coding of P
poor since it does not pay any attention to distortion. To improw@ictures. However, this simple strategy does not necessarily achieve
the video quality, the rate control problem can be formulated asthke optimal R-D performance. This motivates us to investigate a
constrained optimization problem and solved by the Lagrangian lpetter rate control strategy for embedded coders. Even though much
minimax technique [2]. Ortegat al. [3], proposed a rate control simpler than the rate control in MPEG-1 and MPEG-4, we feel that
scheme which used dynamic programming to search for the triigs still valuable to discuss rate control for the embedded coder
global optimal solution. This approach is very complex since hecause the embedded wavelet coder has taken an important role in
requires the calculation of the rate—distortion (R-D) performance BPEG-4 standard activity and a nontrivial rate control strategy may
the coder by repeatedly encoding the source with all quantizatisignificantly improve the R—D performance of the coder. Furthermore,
steps. Linet al. [4] speeded up the scheme by encoding the sourtlee study may contribute to the development of a better rate control

strategy in MPEG as it provides clues of how many bits should be
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experimental results and concluding remarks are given in Sections |V TABLE |
and V, respectively. CobpING EFFICIENCY PARAMETERS OF THE PROPOSEDEMBEDDED
WAVELET VIDEO CODER WITH RESPECT TO THElI AND P FRAMES

Il. PROBLEM FORMULATION

Flower [ Mobile | Tennis l Cheer

B 2.07 1.65 1.08 1.72
A. Description of the Embedded Video Coder Bp 1.50 1.50 0.86 1.43
The embedded video coder in this work uses the block-based Br/8p | 1.38 1.10 1.27 1.20

motion compensation adopted by the MPEG-2 standard and encodes
the residual image with a modified layer zero coder (LZC), which

includes pyramid wavelet transform, successive quantization, aggd the coding efficiency parametécharacterizes the decaying rate
adaptive arithmetic coding. We have only implemented the forwagd the distortion as the coding bit rate increases. It is clear that a
predictive P frame, but not the bidirectional predictive B frame. Th&)der is more efficient if the correspondings larger. We calculate
layered zero coder was first proposed by Taubman and Zakhor [1¢He coding efficiency parametgr and 3 for | and P frames with a
we have modified it slightly to improve its performance. For th@near mean-squared-error (LMSE) curve fitting of experimental data.
details of the coder, we refer to [14]. We select LZC for its outstande results are listed in Table#; is usually larger thamp, and the

ing R-D performance and its simplicity in implementation. Howevefatio betweens; and 3 is between 1.1 and 1.4.

the proposed rate control strategy works for other embedded coding

schemes as well. B. Frame Dependency

We consider the frame dependency caused by motion compensation
in this section. Typically, an | frame of a better quality improves the
The rate control problem for the embedded coder can be formula%"ty for motion Compensation, thus reducing the Coding bit rate
as follows. Suppose that the transmitted video can be partitioned iRgQuired for the following P frames. Consequently, an optimized rate
groups of pictures (GOP’s), with each GOP starting with an intrapntrol scheme should allocate more bits to the | frame.
coded frame (1) and followed by — 1 predictively coded frame (P),  we denote the pixel of the original reference frame, the encoded
the channel capacity i€’ b/s, and the duration of one GOPI5s. reference frame, and its predictively coded framegbiy j), §(i, j)

B. Problem Formulation of Rate Control

The allocated rate for one GOP is ,and (i, j), respectively. The residue of motion compensation with
Rgop = CT. (1) respect to the original frame can be written as
The rate-control problem for the embedded video coder can then be e(i. j) = f(i. j) = gld(i. )] (4)
formulated as the bit allocation among N frames in a GOP whered(i, j) is a displacement function which connects pitel;)
Ri+Rs+ Ry +-+ Bx = Raop, in the predictively coded frame to its motion-compensated counterpart

in the reference frame. The variance of the motion-compensated

(bit rate constraint) @) residue can be calculated as

min (Dy + Dy + D3 +--- + Dy),

LormmE e oy = E[*(i, )] = E({£0, j) = gldG, N} )
(distortion minimization) ) ) ) o
) ) In video coding, motion compensation is actually based on the
where R; and D;, i = 1, ---, N, are the coding rate and averag&ncoded reference frami, j) since the original reference frame

distortion for each frame, respectively. In contrast with previous wogk not available at the decoder. Therefore, the actual residual error is
on rate control where the quantization step size is used as the coding

control parameter, we now use the coding bit rBtedirectly as the é(i, j) = £, j) — gld(, j)] (6)
coding control parameter. Because of the embedded property, we G variance
truncate the coding bitstream of framet exactly bit rateR;.

&3 = E[G, ) = E({fG, ) = aldG, DY) (@)

We can rewriteé(i, j) as

In order to solve the constraint optimization problem (2), we . . . L. o o
investigate the R-D performance of the residual coder and the ©(:J)=1f(i.J) —gld(i. )1} + {gld(i. j)] = gld(i. j)I}
relationship between the reference and predictive frames. We then (8)
derive the proposed rate control scheme in this section.

Ill. RATE CONTROL FOR EMBEDDED VIDEO CODER

where the first part is the residue of motion compensation with respect

to the original reference frame, while the second part is the coding

error of the motion-translated reference frame. We may reasonably
We performed extensive experiments for the evaluation of th&sume that these two parts are uncorrelated so that

R-D characteristic of the embedded wavelet coder with respect to 2 2 o e iin

| and P frames. We plot the coding distortion versus the coding 65 =05+ E({gld(i, )] = ald(i, HIY)- ©

rate in Fig. 1 for test videos Flower, Mobile, Tennis, and Cheer §fote that the second term of (9) is not the coding distortion of the

the common image format (CIF). Empirically, the R-D performancgyiginal reference frame but that of the motion-translated reference

of the wavelet video coder can be closely approximated by @xme. These two quantities have nevertheless a strong linear rela-

A. Rate-Distortion Performance of the Embedded Wavelet Coder

exponentially decaying function as tionship. We use a frame dependency parametdéo characterize
D = Dpa2 PR = g227PF (3) this relationship
.. ~ P 2\ o
where Dr. is the coding distortion at coding rafe = 0, which is E({gld(i. )] — gld(i. j)]}*) = aDy

also equal to the variane€ of the wavelet coefficients before coding, Dy = E{[g(z',, 7)—a(i, j)]Q}. (10)
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Fig. 1. The R-D characteristics of the embedded wavelet video coder for | and P frames: (a) Flower, (b) Mobile, (c) Tennis, and (d) Cheer.

whereD; is the coding distortion of the reference frame. Combinin@. Derivation of the Proposed Rate-Control Scheme

(10) and (9), we obtain With the codec R-D model (3) and the frame dependency rela-

(11) tionship (11), we can solve the optimal rate control problem (2). We
convert the constrained optimization problem (2) to an unconstrained

The derived relationship (11) has been confirmed by experimemstimization problem by using the Lagrangian method. That is, our

in which we encode the reference frame at different rates and paiijective is to minimize

the variance of the motion-compensated residue versus the coding

&3 = 03 + aDy.

distortion of the reference frame for Flower, Mobile, Tennis, and N N
Cheer sequences in Fig. 2. The affine relationship of (11) can be J(Ri, -+, Rx) = Z D; + A Z R; — Rcor |,
observed in all experiments. According to the experiments, the frame =1 =1

=D+ Dy +---+ Dy
+XRi+R:+ -+ Ry — Rcor)
(12)

dependency parameter ranges from 0.5-0.9. It is close to unity
for sequences with high quality motion compensation. However, it
decreases significantly if there is a violent motion or scene change,
such as that in sequence Cheer. Equation (11) indicates that the
variance of the motion-compensated residue grows linearly with th . . .

coding distortion of the reference frame offset by the residue S&ere Faor is the total number of bits assigned to a group of
motion compensation with respect to the original frame. Practical ictures, R is the bit rate to be allocated to framieand
speaking, if the reference frame is poorly encoded, the quality of the
predictive frame with motion compensation is also poor regardless
of the effort spent in motion compensation.

~ _8.R.

D; :Dmax)iQ e
" 20— B R,
=472 Bik,

(13)
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Relationship between | and P frames (Flower sequence)
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Relationship between | and P frames (Mobile sequence)
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Relationship between | and P frames (Cheer sequence)
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Fig. 2. The relationship between the variance of the motion-compensated residue and the coding distortion of the reference frame. For each sequence,
we test three frame pairs: the first and the second frames (“x”), the eleventh and the twelfth frames (“0”), and the twenty-first and the twenty-second

frames (“*"): (a) Flower, (b) Mobile, (c) Tennis, and (d) Cheer.

and
67 =0l4+a;Di_y (14)
are constraints from (3) and (11), respectively.
At the optimum point, we have
;1% =0, i=1,2,---, N. (15)

To solve the above problem, let us first examine the coding rate for

the last frame, i.e., framé&’. We notice

)D; o
ngf =042 NN gy In 2
=—-Dn(fn In 2).

(16)

Since frameV is not a reference frame for other frames, we simply

substitute (13) into (15) and derive
K

-

N

Dn =

and
A

T2
We introduce a constank” which is equal to\/In 2. Next, we
proceed to frameV — 1 which is a reference frame for fram¥.

Since the coding distortio® n of frame NV is related to the coding
of frame N — 1, we have

K 17)

8J 0Dy DN i
ORn_1  ORn_1 ORn-_:
=0. (18)
By substituting (13) and (14) into (18), we get
aDinl _
DRy, TN T

where

a—BNR
Fn_1= 14+ an2 7NN,

(19)
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Similar to (16), we can calculat®D_, /OR~—1 and obtain TABLE 1l
K AVERAGE PSNRFOR VIDEO CoDERs AT 1.152 Ms/s
Dno1= —=—. (20) . .
Bn—1Fn—i l Flower ] Mobile ’ Tennis | Cheer
Also, from (13), we have MPEG TM35 (dB) 24.29 | 2297 | 30.04 | 25.42
- Dy Dn K Wavelet - TM5 rate (dB) | 24.79 23.45 | 31.22 | 25.93
QTIANEN — A: = —L = —. (21) NVavelet - fixed r: 24.85 23,54 : . y .
7% % Bnal Wavelet - fixed rate (dB) | 24.85 | 23.51 | 31.03 | 25.93
) ) ! Wavelet - proposed (dB) | 25.06 23.62 31.51 | 26.10

By substituting (21) into (19), we get

K
Fnoi=14+an m (22) TABLE Il
o . o ) ) AVERAGE PSNRFOR VIDEO CODERS AT
Similarly, we can calculate the partial derivativesjofvith respective 1.152 Ms/s FOR SCENE CHANGE IN TENNIS
toR;,i < N-1,as - -
07 _ oD, . ODi1 . 9Di1s R 9D o 3 | Tennis (60-80) | Tennis (91-100)
R, _ OR, oR, oR, oR, . MPEG TM5 (dB) 31.33 30.14
iti ‘ that f <9 i3 N ref ; . Wavelet - TM5 rate (dB) 33.11 32.27
th's eahS]}’ 0 ?eel ca rames+t| > ¢ 43, s re erlence ra':n? g Wayelet - fixed rate (dB) 32.39 30.50
rough frame4-1. ConsequentlyD; 2, ---, Dy are also correlate Wavelet - proposed (dB) 3372 3318

with R; throughD;,,. It is not difficult to show that
9J _9Di  9Dip

= + Fiyg+ A 24
OR:  OR; OR; i @Y In the implementation of the proposed rate control scheme (30),
where we need the variance?, the coding efficiency parametér, and the
P K (25) frame dependency parameter. The variances? for | frame is the
T B D mean square error of the wavelet decomposition. The vari@ahder
. 1 < i < N is the mean square error of the motion prediction residue
We notice from (13) and (14) that with respect to the original frame. Note that in order to calculate
Dip1 = (0211 + a1 D;)2 Pisiftin (26) the allocated rateR; for frame i, we need the parameter’, 3;,
and «; for framesj =i+ 1, ---, N. In applications such as CD-
and get ROM or DVD, we can afford the delay of one GOP, thus we can
oI _ %F i prescan the whole GOP, determine paramefers;, anda; for every
OR; oR; " frame, and calculated the allocated bit rate for each frame with (30).
with However, in real time applications, a GOP delay is not affordable. In
R those applications, we assume parameter3;, anda; for frames
Fi= 1+ 2 7 F, (27) j=i41,---, N to be equal to that of the corresponding frames

in the previous GOP. This strategy is also used in the experiment of

Furthermore, by using (13) and (25), we have ; o X
Section IV. In (30),K is an adjustable control parameter so that the

F=1+ % (28) bit rate constraint in (2) can be met. It is adjusted through simple
01 Bitr bisection iteration consisting of the following three steps.
By usingd.J/OR; = 0, one can calculaté D; /0 R, similar to (20) 1) Select two initial parameter®’y and K> so that bit rates ob-
and get tained from (30) satisffRaor (K1) > Raop > Raor(K3).
K 2) Let K; = (1&71 + 1(2)/2. If RGOP(IQ) > Rcor, K1 is
D, = 3 F replaced byk’;, otherwiseK’; is replaced byk’,.
o 3) Repeat Step 2 unt|iRcor (K;) — Rsor| < €, wheree is a
i K nonnegative number close to zero. (It is chosen to be’ 10
241 . . .
Fi=145—7—. the experiments in Section I1V.)
‘71:+M5z+1

AZ ) _ Note that each iteration of the bisection algorithm only involves the
Note thats;,, depends onD; with the interframe dependency evaluation ofD; by (17), (20), and (29) andk; by (30) with frame

relation (14), we thus further expreds; as parameters:;, 3;, ands?. The complexity of the algorithm i©( V).
_B, + /BZ—44.C, _ ' ' Thus, the proposed rate control scheme is computationally efficient.
D, = . , i=1,2,---,N=2
24

A =8iBit1i4 IV. EXPERIMENTAL RESULTS
Bi =BiBis10041 + Koig (Bi — Big1) Four test image sequences are used in the experiments: Flower,

o ga 2 Mobile, Tennis, and Cheer. The sequences are of the CIF format
Ol =—K d,+1 (Ti+1- (29)

with frame size 352« 240 and 30 frames/s. Each sequence runs for
Finally, with the coding distortion for all frames specified by (17)5 s, or 150 frames. The structure of each GOP is chosen to be one
(20), and (29) in a GOP, we can compute the allocated rate for edctiame followed by nine P frames so that there are three GOP’s

frame i by (13) as in one second. The target bit rate is 1.152 Mb/s. To demonstrate the
o2 performance of the proposed rate-control scheme, we compare it with
3 log, D i=1 two other rate control strategies. As a reference, we also show the

R; = R (30) experimental results of MPEG TM5. Our first comparison rate control

/L log,, aiDi 40y i=2.3 -, N. strategy is to let the allocated bit rate for each frame follow that of

B: °F D; ’ ' MPEG TM5. We denote this coder as wavelet coder with TM5 rate.



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 7, NO. 4, AUGUST 1997 701
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Fig. 3. The (a) PSNR values and (b) coding bit rates in the neighborhood

that the proposed rate control scheme performs especially well around
scene change. To demonstrate this, we focus on the PSNR and bit
rate variation in the neighborhood of a scene change (Frames 60-80,
and Frames 91-100 of Tennis), where the scene change occurs at
the sixty-eighth and the ninety-seventh frame, respectively. We show
the average PSNR for MPEG TM5 and the three embedded wavelet
based coders with different rate control strategies in Table Ill. We
also plot the PSNR and bit rates as functions of the frame number for
frames 60—80 of Tennis in Fig. 3. The wavelet coders with the TM5,
fixed, and the proposed rate control strategies are depicted with the
dotted, dashed dotted, and solid lines, respectively. The proposed rate
control scheme is about 0.6—0.9 dB better than the wavelet coder with
TM5 rate and 1.3-2.7 dB better than wavelet coder with fixed rate.
By examining the allocated rate around scene change in Fig. 3(b), we
find that the bit rate assigned to the frame immediately after the scene
change is not large enough for the wavelet coder with the TM5 rate
and the fixed-rate assignment. This causes the quality of the scene
change frame to be very poor and also affects the quality of frames
thereafter as shown in Fig. 3(a). Note that the bit rate for each GOP of
the proposed wavelet video coder is exactly the same as the allocated
bit rate Rgop for one GOP. Such a property provides an additional
advantage in video editing since we can modify or replace a whole
GOP without affecting other GOP’s.

V. CONCLUSIONS

In this research, we proposed a new rate control scheme for a
wavelet video coder. It not only met the CBR transmission constraint
but also minimized the coding distortion. In deriving the proposed
rate control scheme, we investigated the rate—distortion performance
of the coder and the relationship between the reference and predictive
frames. We showed that the variance of the motion-compensated
residue depended linearly on the coding distortion of the reference
frame. By incorporating these observations, we solved the optimal bit
allocation problem by using the Lagrangian method and demonstrated
that the allocated bit rate for each frarRe could be calculated as a
function of several image dependent parameters such as the variance
of each frame «?), the frame dependency parameter)(between
the reference and the predictive frame, and the coding efficiency
parameter £;). This scheme had a relatively low computational
complexity. Experimental results demonstrated that the proposed rate
co(%ntrol schemes achieved a better PSNR performance and performed

scene change (frame 60-80 of Tennis) for an embedded wavelet coder uﬁﬁBeC'a”y well around the scene change.
the TM5 rate (dotted line), the fixed rate assignment (dash dotted line), and

the proposed rate control scheme (solid line).

Such rate control strategy cannot be used in real coder, as the T

rate will not be available. Nevertheless, it shows the improveme
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Previously, a one-bit modification of thle metric was proposed
in [3], and we will compare our approach to theirs later in this
paper. Recently and independently, Fezigal. [4] proposed a one-
bit transform similar to ours, but exploited it as a preprocessing
. . step to exhaustive search with themetric. Their approach differs
Low-Complexity Block-Based Motion from ours on three counts. 1) They use the block mean as the
Estimation via One-Bit Transforms threshold. However, we have found that the block mean does not
offer the best results in our experiments. 2) The complexity of
their strategy is roughly six times that of ours. 3) Their strategy
is adaptive and not suited for simple hardware implementation at low
power consumption. In [5], Mizuket al. describe a binary block

Abstract—We present an algorithm and a hardware architecture for matching architecture where block matching is performed on the

block-based motion estimation that involves transforming video sequences Pinary edge maps of the current and the reference frames. They
from a multibit to a one-bit/pixel representation and then applying also present a custom hardware implementation that includes circuitry
conventional motion estimation search strategies. This results in sub- for edge detection and a two-dimensional (2-D) array of elementary
stantial reductions in arithmetic and hardware complexity and reduced  ocagsors, where the number of elementary processors is equal to
power consumption, while maintaining good compression performance. . . . .
Experimental results and a custom hardware design using a linear array the number of Candldgte blocks for fulljsearch motion estlmaFlon.
of processing elements are also presented. Compared to conventional block matching schemes, they estimate
that binary block matching for motion estimation reduces the silicon
area required by a factor of five.
In Section Il, we establish the preliminaries and define the problem;
In Section lll, we give details of the proposed one-bit transform; in
I. INTRODUCTION Section IV, we present a custom architecture for the one-bit motion
Digital video is typically stored and transmitted in COrmc,resse@ﬁtimation strategy, and in Section V, we present experimental results
form conforming to the MPEG standards for motion sequences [{]0m applying our technique to sample video sequences.
These standards utilize block-based motion estimation as a technique
for exploiting the temporal redundancy in a sequence of images, Il. PRELIMINARIES
thereby achieving increased compression. The simplest abstractiopet s denote the source block df x b pixels, with s; ; being
of the motion estimation problem is as follows. Given two blocks ahe pixel at rowi and columnj. Similarly, letw denote the search
pixels, a source block of siZex b and a search window larger thanwindow with w; ; being the pixel at rowi and columnj. The
the source block, find the x b subblock in the search window thatsubblock ofw at positionz, y is denoted byw™ ¥, and is the block
is closest to the source block. of b x b pixelsw, i yi1j, fori=1,2 - b, j=1,2 --- b,
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paper was recommended by Guest Editors B. Sheu, C.-Y. Wu, H.-D. Lin, afgtrics, but typically the mean absolute deviation is used. The mean
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