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TCP-Friendly Internet Video Streaming Employing
Variable Frame-Rate Encoding and Interpolation
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Abstract—A feedback-based Internet video transmission video conferencing system under the ITU-T H.323 umbrella
scheme based on the ITU-T H.263 is presented. The proposed is peing actively studied [1]. In practice, H.323 systems are
system is capable of continually accommodating its stream size deployed mainly on Intranets or enterprise networks, since

and managing the packet loss recovery in response to network con- ; . . .
dition changes. It consists of multiple components: TCP-friendly today’s Internet does not provide the required infrastructure to

end-to-end congestion control and available bandwidth estima- achieve the quality of service (QoS). One major problem is the
tion, encoding frame-rate control and delay-based smoothing at end-to-end delay and jitter, which usually breaks the latency
the sender, media- aware packetization and packet loss recovery requirement of the interactive real-time video. Together with
tied with congestion control, and quality recovery tools such the other packet loss problem, it can be approached in two
as motion-compensated frame interpolation at the receiver. . : . . .

These components are designed to meet the low computationaIaSpeCts' One is from the network congesnon—control_wewpomt,
complexity requirement so that the whole system can operate Where we should reduce future packets that are likely to be
in real-time. Among these, the video-aware congestion control dropped. In addition, transmitted video should behave in a
known as receiver-based congestion control mechanism, the vari- TCP-friendly manner, i.e., using only a fair share of available
able frame-rate H.263+ encoding, and fast motion-compensated bandwidth relative to other majority TCP streams [15]. The

frame interpolation components are key features. Through a ther is f the vid lit trol Vi int. wh
seamless integration, it is demonstrated that network adaptivity other 1s from the video quallly control viewpoint, where we

is enhanced enough to mitigate the packet loss and bandwidth Should consider the spatio-temporal quality tradeoff to keep the
fluctuation, resulting in a more smooth video experience at the transient quality degradation to minimum. Under low-latency
receiver. video transmission, lost and late packets are unusable to the
Index Terms—End-to-end congestion control, frame interpola- decoder, which needs the error resiliency and error concealment
tion post-processing, internet video streaming, TCP-friendliness, techniques in conjunction. Also, adequate quality recovery

variable frame-rate encoding. techniques should be applied to restore the degraded quality
due to poor quantization and temporal frame skipping. The
I. INTRODUCTION adoption of low cost deblocking/deringing filters as a spatial

) . tool and temporal repetition/interpolation as a temporal tool is
T RADITIONALLY, video conferencing systems havey general trend.

been mainly deployed on the transmission media such agnternet video applications are more likely to be successful
integrated service digital network (ISDN) and asynchronoysthey are aware of the network characteristics via the use of
transfer mode (ATM). Under these environments, the cofsedpack. Feedback helps to match the transmission to the avail-
pressed video can be delivered without worrying serioushpe handwidth as well as to increase the robustness of the video
about possible bandwidth fluctuation and stream corruptiopansmission. Thus, to overcome the barriers of the best-effort
However, the explosive growth of the Internet has brougfliternet, an integration of video-aware end-to-end congestion
an emerging video streaming/conferencing demand over i&ghirol, denoted as receiver-based congestion control mecha-
best-effort packetized network. This trend has been motivatifgy, (RCCM), and ITU-T H.263 video [2] is exploited in
intense and diverse research activities on transmitting delgys paper. The proposed Internet video streaming system is il-
sensitive video through the bandwidth-limited and error-prongstrated in Fig. 1, where the entire Internet is treated as one
Internet. A number of proprietary coding techniques are prgyassive IP cloud with inherent delay and loss, and the trans-

posed by the video streaming industry, while the standardizgfkter and the receiver are well-defined entry and exit points for

the end-to-end video transmission. The real time streaming pro-
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Fig. 1. lllustration of the proposed TCP-friendly Internet video streaming system.

video transmission, albeit temporarily at a lower resolution, bavailable in the underlying network fabric. For multicast video
they also behave in a TCP-friendly manner. Another potenti@], both RCCM and the three-class layering will provide a
of the feedback-driven solution lies in the interactively designegbod starting point.
error resiliency, where the encoder and the decoder work in conThis paper is organized as follows. Section Il covers fea-
junction to recover from packet loss. tures and descriptions of the proposed video-aware RCCM.
To realize the proposed system, the following four kelollowing that, the variable frame-rate video encoding is
modules have been developed: 1) TCP-friendly end-to-eirdroduced as a key tool to match the available bandwidth in
congestion control module for available bandwidth estimatio8ection Ill, where the associated video smoothing scheme
2) rate and delay controlled video compression and transmissfon end-to-end delay control is also described. Then, the
module to match the variable frame-rate real-time video emedia-aware packetization for error recovery and its interaction
coder to the available bandwidth; 3) media-aware packetizatisith RCCM is explained in Section IV. Section V is allocated
and packet loss recovery module by combining acknowledfpr the quality recovery tools featuring the FMCI. In Sec-
ment of congestion control and video error recovery; and #dn VI, each component is verified either through the network
quality recovery module featuring the fast motion-compeimulator (NS) [34] or the real Internet modem experiment.
sated frame interpolation (FMCI) post-processing. ThroughTde improved performance of the overall feedback system is
seamless integration, it is demonstrated that network adaptivitgmonstrated in a real-world Internet video streaming environ-
is enhanced enough to mitigate the packet loss and bandwidtbnt. One can view video streaming as a relaxed form of video
fluctuation, resulting in a more smooth video experience at tkenferencing, since it allows more room compared to video
receiver. Several contributions made in this work are as follonmnferencing that requires near symmetric encoding/decoding
First, a TCP-friendly rate-based end-to-end congestion contewid low latency. Although our demonstration is confined to the
is designed with video transmission in mind. The awarenegisleo streaming scenario because of the inescapable delay of
of video transmission in terms of rate and error recovery ieday’s Internet, many tools developed here are also applicable
intuitively combined in the RCCM. Second, the novel variablt® the low-latency interactive video conferencing. Finally,
frame-rate encoding of H.283[23] capable of adapting the Section VII gives some concluding remarks.
inherent motion of video and the bandwidth fluctuation is
incorporated into the available bandwidth framework. Also,
the FMCI post-processing, the temporal quality recovery tool
for the irregularly skipped frames, is another unique feature.
Third, the error resiliency options of H.263are tied with the
application layer framing (AITF) of real_-time transport protocoA. RCCM: Video-Aware End-to-End Congestion Control
(RTP) [10] to enable efficient media-level error recovery.
Finally, provisions for IntServ/DiffServ and multicast video The recent batch of end-to-end congestion control protocols
are considered. A three-class H.268ideo based on adaptiveto enforce the TCP-friendly behavior appears to be influenced
temporal layering is devised to leverage the future DiffSetwy existing TCP congestion control mechanisms. As a result, to
architecture and DS byte [12], [13]. Regarding the issue ektimate the round-trip time (RTT) and to determine the con-
QoS, H.323 (version 2) has been designed to encompassdhstion status, the sender-based mechanisms are usually em-
resource reservation protocol (RSVP). This one gives us thlwyed. Two main approaches are utilized, i.e., window- and
opportunity to leverage IETF's IntServ/DiffServ once it igate-based approaches. The window-based approach utilizes the

1. END-TO-END CONGESTIONCONTROL AND AVAILABLE
BANDWIDTH ESTIMATION
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AIMD (additive increase/multiplicative decrease) rule by addr parity packet, and the timing for ARQ request. Thus, we
justing the window size in response to the positive/negative danvestigate the possibility of intelligent decision at the receiver.
knowledgment (ACKs). The rate-based approach controls tAalesign to let both sender/receiver know the current RTT helps
transmission rate directly based on the AIMD rule or analyfast retransmission and recovery. With the combined knowl-
ical TCP-model equation [17]-[19]. The rate-adaptation pr@dge on the congestion control as well as media, reduction of
tocol (RAP) utilized ACK for every packet to estimate RTT andedundant control and data messages is possible. In addition,
packet loss to achieve TCP-friendliness [17]. In [19], a modhough RCCM is mainly tuned for reliable unicast at present,
ified RTP/RTCP feedback was utilized to estimate RTT, thies generalization to the multicast scenario seems promising
packet loss rate, and the bottleneck bandwidth. An intensif8. It can help the server to accommodate diverse needs of
TCP throughput analysis was performed to derive an elaborateltiple remote nodes. Also, all positive/negative ACKs can be
equation to which the sender is adjusting the rate in [18]. Owentrolled to prevent feedback explosion by restraining from
common problem with the referenced works is that they mainljnnecessary ACKs and controlling the ACK frequency in a
focus on TCP-friendliness and their solutions might result in itnerarchical fashion.

efficient usage of resources. When video stream is enforced to

exhibit the TCP-friendly behavior, the resulting video may po8. Receiver-Based Congestion Control and Available

sess less than desirable visual quality. As an alternative, we pe@ndwidth Estimation

pose a video-aware congestion control, RCCM, as a successofpe rate side design of the RCCM is covered here while
of our previous model-free least mean square (LMS) bandwidie error recovery part will follow later in Section IV. RCCM
controller [22]. Features of RCCM include receiver-based coprovides a control interface on the transmission rate while
trol and video-awareness, which allow us to feed back the Cyreserving TCP-friendliness. Let us describe RCCM in detalil
rent network status in an accurate and timely manner. Let us tagrting from the RTT, which synchronizes the AIMD behavior
a close look at the design features of RCCM below. of RCCM and TCP. In RCCM, RTT is managed similarly in
First, the congestion control module should dictate tHECP with several exceptions. In server-based schemes such
dynamically changing bit budget for the video encoder. Tas TCP, only the server is able to track RTT based on ACKs
achieve this goal, a TCP-friendly available bandwidth dictatidifiom the receiver, preventing receiver’s active role. However,
is required. We employ the rate-based approach that attemptRCCM, the sender and the receiver share RTT to coordinate
to control the sending rate explicitly. In RCCM, the receivethe time-sensitive response. More precisely, the sender puts
will play a key role in estimating the available bandwidth tehe feedback number and the elapsed time (the time gap
exploit the advantage over the sender-side estimation as dongdaween the reception of the feedback and the sendoff of a new
[21]. The estimated available bandwidth or relevant measurgscket) in the header. After receiving each packet, the receiver
to help the estimation will be fed back from the receiver toalculates RT Lpie and updates RTL:imate With
the sender depending on the scheme adopted. The rate will
then be adjusted by using the AIMD constraint to impose RIT.ample =7Fr — I¥s — TrE (1)
TCP friendliness. RCCM intends to coordinate the conflicting RTT ;... = ax RT Tegtimate +(1— ) X RT Teample  (2)
demand of video and TCP-friendliness. The characteristic of
video is best represented by its VBR nature, which requirederelrs, Irr, Irg are the feedback send time at the re-
an overaly smooth bandwidth with some high-peaks. TCPtgiver, the feedback response receive time at the receiver, and
AIMD behavior is characterized by its not self-limiting andhe elapsed time at the sender, respectively. Equation (2) is ba-
saw-tooth oscillation curve. Thus, whatever scheme claimsdizally borrowed from TCP and is often set to 0.9.
achieve TCP-friendliness should mimic a similar behavior in a In addition to RT Tstimate and packet loss (to be covered in
certain timescale. One may try to deviate from this oscillatoi§ection 1V), the receiver is responsible in feeding back other
imposition by claiming long-term sense TCP-fairness with thadicators on the instantaneous network dynamics. In order to
TCP- model equation [18]. However, we believe it may scar@xploit the advantage of estimating network dynamics at the
TCP traffic in a short-term sense (since it will be rather reluceceiver over at the sender [21], the receiver will either esti-
tant in reducing its sending rate to one half immediately aftenate the available bandwidth directly by observing the inter-
a packet loss) and possibly cause more trouble as UDP trafficival time, the size, and the loss of each packet, or convey
grows in the Internet. Thus, in RCCM, a balancing mechanismore relevant measures like the congestion degree, whose high
is introduced through the AIMD constraint to associate th&lue indicates a higher probability of imminent packet loss.
awareness on video characteristics by relaxing the AIMD rul®ur previous approach of the model-free LMS bandwidth es-
Next, from the error recovery viewpoint, provisions fotimator [22] belongs to the former approach. However, since
media- aware packetization, unequal error protection, atite feedback of explicit available bandwidtlateqgtimate Might
timely coordination of automatic repeat request (ARQ) are deinder the multicast extension of RCCM, we adopt the latter
sired. The stringent delay requirement of video complicates thpproach, i.e., the congestion degree approach in this work. In
handling of lost, out-of-order, and duplicated packets. In TC®alculating the congestion degree indicator at the receiver, we
fast retransmission occurs whenever there are three-duplicatétize the bundled feedback number from the sender by com-
ACKs because its main purpose is reliability. However, in thaining packets with the same feedback number into a group.
case of real-time video, tolerance on problem packets varidste that this group of packets has been transmitted with the
according to the packet importance, the existence of alternatsame rate since the sender changes its rate only after receiving
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the feedback. Thus, the receiver can evaluate the congestiondberease (MD) rates and the associated control parameters,
gree employing the sliding-window smoothing approach. Foespectively. Alsog is currently set to 0.5 by following TCP’s
this task, the ratio of receiver’s receiving rate over the estimat@MD behavior. One can séf's; andCyp smaller tharCep,
sender’s transmission rate (incorporating the inter-arrival tinaaticipating that smalle€s; and Cyp will filter out a rather
variation of packets) is averaged and smoothed over the safiast Cy effect. However(Cyp can be set more flexibly, since
feedback number group. Then, in the feedback report, the tiee default MD behavior is dropping the rate to a half. This
ceiver transmits the congestion degree Cppg. and the esti- combination is used to keep the short-term AIMD fairness
mated RT Tqimate, @alONng with the feedback number, the feedwith the TCP traffic. On the other hand, increasiag; and
back type, and other acknowledgments (including the packet;p can lead to the long-term fairness with TCP. However,
loss feedback via NACKS). as the AIMD constraint get relaxed further, it may resort
The RCCM rate adjustment procedure at the server is de-the TCP-model equation eventually. Thus, by controlling
scribed as follows. The sender starts to transmit the packet witirameters_cp, Ca1, and Cyp, RCCM can be sensitive to
an initial rate. A scheme, which maintains the compatibilitthe TCP-friendliness of preferred timescale. Also, it can adjust
with TCP’s slow start, is required to set the initial sending rathe rate in a video friendly fashion by relaxidgy; and Cyp
properly. However, at this stage, we have set this to 32 kbitstemporarily if Congaegre. allows for it. Finally, by using this
which is within the range of the TCP initial window. Then, irrate, the packet is sent with the following scheduling:
response to subsequent feedback, the sender will first calculate )
RatCestimate Dased 0C0ngaegree. Then, it will go through the 1; = Tj_, + PacketSizg/ Rate;. (6)
AIMD constraint to impose TCP-friendliness and video aware-
ness. By tightening AIMD constraint, we can force RCCM to m
mimic TCP’s AIMD behavior. Note that RCCM manages RTT
in a TCP-like way. However, by loosening the AIMD constraint,
we can mitigate TCP’s inherent oscillation behavior in order #- Matching Variable Frame-Rate Video Encoder to the

. RATE- AND DELAY-CONTROLLED VIDEO COMPRESSION
AND TRANSMISSION

match the input video. Available Bandwidth with Delay Control
1) The video encoder needs a rate controller capable of quickly
responding to the update of the available bandwidth. However,
Rateestimate the complexity and the execution delay of the video encoder

= Rate;—1 X (Congaegree?(1 4+ Ccn) : 1 : (1= Ccp)). make almost impossible adjusting to the available bandwidth
©) in a micro-scale manner. The short-term (instantaneous)
fluctuation of the TCP-friendly flow should be smoothed in

2) If (no packet loss) advance by the encoder/decoder network de-jitter buffers. A
longer timescale variation can be successfully modeled into

Ratear = Rate;,—1 + PacketSizgerage/RT Testimate. time-varying constant bit rate (CBR) channels (including the
Rate; = max(min(RatCesiimate, Ratear X (1+ Cap) feedback VBR and the renegotiated CBR channel) [27]. One

may think of a layered or aggregated scalable coding scheme to

Ratepax), Rate; 1—Car)). (4 . . ; .
afemax), Ratear x ( an)- (4) tackle the bandwidth fluctuation problem in a more systematic

3) If (packet loss) manner. However, switching between layers of stream is a
difficult task even for aggregated (i.e., simulcast) stream and it

Ratenp is out of our scope. Thus, in our approach, an adaptive temporal
= B x Ratei_;. layering of video is exploited based on the variable frame-rate

encoder for H.263 [23]. In Section 1V, we will extend this
variable frame-rate feature to create a multi-class layered video
= min(max(Ratcestimate, Ratemn x (1 — Cyn), stream primarily along the temporal direction.

Rateyin), Rateyp X (1+Cup)).  (5) While most rate control algorithms examine rate allocation

at the macroblock (MB) layer, the variable frame-rate method

In (3), Ccp is the control parameter for congestion deproposed in [23] handles it from the frame layer. Although tech-
gree and it implies the adoption of two separate threshatitally challenging, it yields a greater degree of control over
bounds forCongagegree. That is, based on the two thresholdshe temporal quality and the bit budget. Also, the quantization

0N Congdegree, Rateestimate 1S UpPdated in three ways: 1)parameter (QP) control, which is the MB-layer rate control in
being increased by a percentage(@fp (for lower range of H.263+ testmodel TMN10 [3], has been incorporated as a com-
Congdegree); 2) remaining the same (for intermediate range gionent in [23]. This variable frame-rate video allows us to se-
Congaegree); OF 3) being decreased by a percentag€ef (for lect frames to be encoded and allocate the optimal rate for the
higher range ofongqcqrec). Basically it adopts the same adapselected frames according to a specific cost criterion (in terms
tation structure of TCP Vegas [32], which utilizes the differencef the available bandwidth and the underlying motion of the
of expected and actual sending rate instead’ of.ggeqr-.. I coded video) with a low computational complexity and a short
(4) and (5), Ratey,.x and Rate,,;;, are the desired maximum latency. To achieve this, we consider a frame-layer rate-distor-
and minimum rates, respectiveliatecar, Rateyp, Car, and tion (R-D) model with respect to the averaged QP of all MBs
Cup denote the additive increase (Al) and the multiplicativen each frame. To be more specific, a quadratic rate model and

Rate;
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an affine distortion model are employed, and the MB-layer réuctuation. Although not explicitly shown in (7), different
sults are used to determine the coefficients of the frame-layeeights C; .. are used for the increasing and the decreasing
R-D model, keeping the computational complexity negligiblgahases of the available bandwidth curve, respectively. That is,
Based on the frame-layer R-D model, we can estimate the animaller Cyj,,. Of 0.5 is utilized for the increasing phase and
ipated distortion of the current frame. Note that the anticipatéatger Cyop 0f 1.0 is used for decreasing phase. To minimize
distortion increases when fast motion change occurs or whitse end- to-end delay, the transmission buffer level has to be
the channel bandwidth decreases suddenly. If the spatial quakigpt as low as possible. However, to prevent underflow, we
goes below atolerable level due to fast motion change or sudddtould set a reasonable desired buffer |defter;,rer. The
bandwidth decrease, we gradually tradeoff the temporal qualéynployed packetization strategy and the current transmission
in preference to the spatial quality by skipping frames in ordeaite affect the choice of the desired buffer level. Thus, in (7), a
to reduce the flickering artifact. By adopting this scheme, wehange ofl'arget Rate; is implemented based on the expected
can avoid the abrupt change of the encoding frame-rate and tnansmitter buffer leveBufterr, ., after the frame-skip (at the

prove the overall visual quality accordingly. anticipated finish time of framé). Also Cy,ure. IS assigned to
0.7 currently.

B. Video-Transmission Buffer Smoothing for End-to-end Next, it is further adjusted by a weighted temporal smoothing

Delay Control of TargetRate; as follows:

The video encoder takes the major role in available band-
width adaptation to provide graceful quality degradatio¥ argetRate; = px TargetRate;+(1—p) x Target Rate; 1
However, to help the TCP-friendly rate adaptation, a video (8)
smoothing (or rate shaping) technique has to be utilized wdherey represents the weighting control factor for smoothing.
control the end-to-end delay [16], [28], [29]. The end-to-endlhe main reason behind this is to help the employed variable
delay consists of the encoder delay for wait and processirfitgme- rate encoder to coordinate the quality consistency since
the channel delay for the transmitter/receiver buffer and titlee encoder’s quality regulation can experience difficulty when
packet transmission, and the decoder delay for data-wait, didhas to handle too much fluctuation. Thus, the weight plays a
play-wait, and processing [4]. Among these, since the chanmele on the tradeoff between the buffer regulation (smoothing)
transmission delay is not within end- terminal’s control andnd the quality adaptation. Keeping it close to one will control
receiver-side buffering is minimally allowed due to low-latencyhe buffer tightly, sacrificing the consistency of video quality.
constraint, our focus is on the minimization of the transmittédn the contrary, if we lower it, it enables the deployed video
buffer delay. As a comparison, inside H.263a hypothetical encoder to keep the quality more consistent at the cost of buffer
reference decoder (HRD) buffer model is used [2]. Note theggulation.
H.263+ video is originally designed with low-latency CBR Finally, when there is packet loss, the sender will initiate a
video conferencing in mind. It employs a buffer of pre-nemedia-level error recovery process. After being informed by the
gotiated size. The buffer is initially empty and examined adACK, the sender might initiate among the full intra-frame re-
every frame-interval for the buffer level control. Assumindresh (FIR), the adaptive intra-frame refresh (AIR), and the stan-
a constant delay channel, immediately after removing daiard/enhanced reference picture selection (RPS, a.k.a., New-
the buffer occupancy must be less than a pre-set level. TRiged) [2]. For the sender, this action is interpreted as a short-time
scenario, however, does not hold for Internet video becausebaihdwidth increase. However, it is very challenging to accom-
dynamically varying channel. modate the bandwidth demand since it is currently undergoing

Hence, in our approach, a video-smoothing scheme is dbe RCCM rate drop. Thus, for the media-level error recovery
sorbing the fluctuation of the available bandwidth. First, thi@ response to NACK, a scheme synchronized with the receiver
instantaneous available bandwidftute; is increased or de- status (to be described in Section 1V) is a candidate solution. By
creased by the amount, which approximates the slopethy keeping update on the status of the receiver, the sender can pos-
order polynomial. At the same time, it is adjusted accordirgjbly reserve bandwidth margin for imminent peak traffic.
to the transmission buffer occupancy. Note that the buffer con-
trol is linked to the transmitter buffer instead of the receivaty \M epia-AWARE PACKETIZATION AND |TS INTERATION WITH
buffer due to the low- latency assumption. Thus, the available CONGESTIONCONTROL
bandwidthRate; obtained by RCCM is adjusted to another rate ) L
calledTargetRate; as A. Media-Aware Packetization and Recovery

Due to the low-latency requirement, the re-transmission is

TargetRate; not usually applicable in interactive Internet video. For typical
= Rate; + Caope X 0.5 x (Rate; — Rate;_1) + Chufer multi-hop Internet connections, an RTT of around 300 ms or
x (Bufferryper — Bufferrsrey) (7) more is common, which prevents the use of re-transmission.

However, it is important to note that with some provision that
where Cqope and Chuger are the control parameters forrelaxes the re-transmission timing (e.g., large decoder buffer),
smoothing, respectively. Currently first-order (linear) slopthe re-transmission is an essential component in most Internet
adjustment is used and is represented by 0.5 (i.e., areast&aming applications (although not real-time interactive). In a
triangle). A conservative approach to bandwidth consumptidypical environment, packets arrive at the receiver often with a
is taken with a hope to reserve margin for future abruptibstantial packet loss rate, surmounting up to 20% or more for
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many inter-continental connections [20]. This justifies the use First  Timer Packet  Timer Timer

of a proactive technigue like forward error correction (FEC), on ket expired - lost expired expired
which several interesting ideas are recently being reported [5] ¢ v ) + v (time, type)
However, in our case, the low bandwidth of the Internet modemZ»NoR) (7, NOR) (T"NACK)  (T: NULL) (T NOR)

prevents the full adoption of FEC. The adoption of some errpy
resilient options helps to limit error propagation. Schemes sucﬁ
as intelligent intra-MB refresh, independent segment decodi&e

. 2. Feedback mechanism adopted in the receiver.

lass 2), which corresponds to the normal P-frames of H263
this, one may try a simple interleaving scheme by packing

n‘?—l even and odd GOBs into different packets, making the packe-

ization friendly to error concealment techniques [6]. Finally, for

e lowest class (Class 3), the smallest number of packets pos-
le (due to the MTU consideration) for a frame will be used to

(ISD), and data partitioning (DP) are applicable regardless
feedback [7]. Of course, feedback-based schemes such as
and RPS have more potential, although their applicability is i
ited. The adoption of enhanced error resiliency options will pr
vent the catastrophic decoding failure that renders the error c
cealment almost useless, since a large portion of avideo fram@ B° \¢ .
missing due to packet loss. In this work, TCON model adopt inimize the overhead. These portions of streams correspond to

by the H.263- test model [3] is modified and applied. For a e_leastmport_amtframes_such as B-frame portion (_)fPB-mode,
which can be discarded without any error propagation.

missing MB, if the motion vector of the corresponding MB in . - ) .
9 P 9 The above differentiation rule is applied even to the header

the previous frame is relatively small, simple replication is a;?- ntrol. The picture header contains information relevant
plied. If the lost motion is fast, replication can result in jaggetﬁ)SS control. The picture header contains Information reieva
the whole frame and appears once per frame. If this picture

and abrupt edge discontinuities. In this case, spatial error ¢ . . .
ptedg b ‘%\Fader is put into only the first packet of frame and gets lost,

cealment based on either simple spatial interpolation or D . .
coefficient interpolation [22] is utilized. he decoder may be stuck in the worst case. Fortunately, the pic-

. . . ... ture header does not change much except for several fields like

In this work, error resmen_cy option fea_tures for Ioss-r_e3|l|er}ﬁe temporal reference (TR) field, so that it may be recoverable

H.263+ Internet v_|de(_J are integrated with RFC2429, i.e., thfEf\omthose of past frames. However, changes in picture sizes, the
RTP ALF packetization syntax for H.263[11]. Although

L . : . . icture coding mode, the selected reference picture, or optional
error detection is quite straightforward in packet video, a prop%r 9 P P

acketization that establishes a correspondence bet eenc%%ing modes are critical. To mitigate this problem, RFC2429
P Izatl ! P W atllows the addition of a redundant copy of the picture header in

packetand the frame structure is key factor in prc_)ac_nve errorige payload header of each packet. This mechanism can be se-
covery. To keep a good balance between transmission efficienc

and error-resiliency, it is desirable to divide a coded frame inl%thNely applied in conjunction with the three-class layering.
an appropriate number of packets proportional to its importange
[6]. However, the combined overhead of RTP/UDP/IP is 40 ) o ) )
or more (12-/8/20) bytes per packet, inducing the use of a In RCCM, special attention is palq to the reductlon_ of ACK

larger packet—Without the path maximum transfer unit (MTUj€auency. We want a scheme that is capable of flexibly coor-
discovery mechanism [14], a reasonable limit is 576 bytes—fgl”at'ng data and control packet;, achieving efficient ut|I|;at|on
efficiency. This implies that multiple frames in a packet ar@f Network resource. Thus, multiple types of ACK are hierar-

preferable in terms of overhead efficiency. In one extreme, tRBic@lly organized in relation to the three-class layer. As men-

straightforward packetization scheme would be a “one packlipned before, RTCP is utilized for RCCM feedback. Our de-

one frame” technique, leading to an overhead of 40 bytes/frafign for ACK/NACK is extension of the work (i.e., the delayed
(but probably with fragmentation). In the other extreme, 2CK Plus NACK) in [30]. Also, when designing the ACK in-
packet for one GOB or slice can be selected in the presencd@¥al, values such as RTT and the conveyed rate are combined
high packet loss. Considering this tradeoff, a three-class Alggether to achieve an efficient tradeoff [31].

packetization scheme is chosen in our approach to provide thd-6tUs illgstr:ate the feedfback mechanismén Fig. 2. E‘_’VO types
unequal error protection capability, while keeping the overhe ACK and three types of NACK are considered at this stage.
within a reasonable limit. It is also an effort to leverage theIrst, the receiver sends a feedback when its timer expires. This

. . . imer is based on RTLimate iN (2). That is, this ACK_NOR
future DiffServ architecture [12] by employing the DS byt%eedback oeeurs in ev-gtryirtltervéllé\.’ftimes BT (K =
marking [13]. estimate =

h | ! f h as I-f 1 for Fig. 2). Initially atT" = Tp, the receiver receives the first
At the topmost class (Class 1), frames such as |-frame aigeyet and initializes its timer with RTTuple (= RT Testimate)-

master P-frames of RESCUE [8] (in a frequency controlled B\jsq 4t the same time, the receiver sends the ACK_NOR feed-
the packet-loss dynamics) are packetized employing a packgkk. After that, the receiver will send out this ACK_NOR feed-
per GOB. The largest overhead can be justified by the impqfack unless it encounters a lost packet during an interval of
tance of these frames in H.263ideo. Of course, the ISD mOdeRTTestimate- When the receiver experiences a missing packet
of H.2634+ will ensure that each packet (GOB or slice) is indeﬁ_e” the gap in the RTP packet sequence number), it sends
pendently decodable. If the network delay is within a reasonalygt another feedback named NACK (differentiated based on the
bound (e.g., in case of expedited forwarding (EF) support gfree-class) after a predefined waiting perigd;.. The waiting
DiffServ [12]), ARQ can be tried with the highest priority to reperiod should be set adaptively to handle out-of-order packets.
trieve lost packets. The decoder relies on error concealment tefince fairness with TCP is highly dependent on the response
porarily to cover the loss up until packet recovery. Then, mule packet loss, special attention is required. Setfihg;; to

tiple GOBs are packed into a single packet at the middle clazero makes the proposed scheme to behave more conservatively

Media-Aware Packet Recovery Interacting with RCCM
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compared to TCP, because it does not deploy the retransmissic

timeout module of TCP. So, it is not necessary to decrease th P

Segmentation

rate for every packet loss. For the case of multiple packet los: tceded Fraggy —_—
within a timeout interval, the sender will restrict the sending rate;
. H.263
decrease with another control parame¥&g..;c.... The actual ‘ Decoded Frame
implementation requires the modified execution of (3), only if \2ecoder

there is NACK of a packet loss and the number of NACKs within
timeout interval is not greater thaWycc;case- Thus, by limiting

Replace

4 classes MCI
unreliable ‘

forf,

the rate decrease in an interval, the proposed scheme has a co Bl:cll:gw =
parable module for TCP fast recovery. Finally, if it experiences to Pixel MV

the packet loss during the timeout interval, the receiver sends th | per -1+ B RB";;:“"

ACK_NULL feedback instead of ACK_NOR at the timeout in-
stance. Atl’ = T in Fig. 2, the receiver sends the ACK_NULL
feedback because there is a packet losk at 7”. The sender
does not increase its rate in response to this feedback but d:éo%é§
its feedback number and R T;nate- P

At the receiver, coordinated error recovery based on the ] ] )
three- class media packet can be conducted with intelligdRP importance. While some are designed only for deblocking,
RTP header processing. By differentiating the error recove%her approaches attempt to restore all major artifacts in a uni-
response to each layer, more timely and bandwidth-efficieffed framework by adopting image restoration schemes. How-
error recovery is possible. Before describing it, let us clarif§ver, restoration approaches generally demand a higher com-
the issue of “how to detect the class of lost packet.” If a regul@ieXity. By formulating the problem with a robust estimation
and fixed layering is employed, the solution may be triviaframework, a sub- optimal solution was pursued by using a non-
However, with the proposed flexible layering, it relies otinear filtering technique of low complexity [24]. For temporal
the assumption that we can infer the lost packet class fraecovery, one may consider the filtering-based motion-compen-
the classes of precedent or subsequent packets successfaltg interpolation [26] if a fast (more specifically, VLIW) CPU
received. However, if we cannot figure out the class, thie available. Another interesting solution is the FMCI schemes
receiver may classify the lost packet into Class 2, leaving tfier H.263+ decoder [25]. The FMCI scheme considers the de-
responsibility to the sender. formable mapping of the block-based motion field to the pixel-

Once the receiver identifies the class of the lost packet, thased motion field. The decoder can perform frame interpo-
media-aware packet recovery module will interact with RCClAtion using motion vectors from the encoder, freeing the de-
as follows. For Class 1, unless the FEC technique such as g@ler from additional motion search, which results in a sig-
parity packet is implemented, RCCM will NACK this losspificant complexity reduction in comparison with that in [26].
promptly. Then, the sender has the responsibility to check tgym experimental results shown in [25], visual quality of the
relevant timing issues and make a decision on retransmissiftoded video is improved with the flexibility of inserting as
or refreshing. For the retransmission case (within a reasonamgny frames as needed at any time in-between.
network delay or RTLimate), the sender retransmits a stored ¢ Fypic) scheme is implemented in the decoder as a video
copy upon the reception of NACK to assure the_ synchronizati% st-processing unit as shown in Fig. 3, which is cascaded with
gs:jv;{[?oenn :?iassert]getrref(?l?ct?\ger)rc?nd ﬂt].e recfelver (deco(;jti;])thg standard H.268 decoder without changing the syntax be-

) ' \ ne propagalion Of errors an ‘Busethe TR required by FMCl is already defined in the header.
dictate the required reaction of the encoder, which includ . . o . :

Cl consists of three main units: motion preprocessing, seg-

refreshing by the I-frame, or initiation of the AIR/RPS mode. entation and MCI (motion-compensated frame internolation
Currently a simple error-tracking scheme is incorporated infgeh:al .( : pe . interporal )
diction. The motion-preprocessing unit is used to modify the

the proposed system, enabling any kind of media-level erfdf® o . .
recovery among FIR, AIR, and so on. All the lost packéflock—based motion field to achieve a better frame interpola-

reports are interpreted at the sender to get synchronized Wi result. Once the post- processed motion field is obtained,
the decoder. In fact, a GOB-based loss propagation model§ Map it to the pixel-based motion field for MCI prediction.
adopted in our system to estimate the decoder status from Y¥@ @dopt the deformable (i.e., affine) block transform to map
delayed NACK (one half of RTT at the minimum). For Claséhe block-based motion field to the pixel-based motion field.
2, everything will be similar except that the sender does nbfe second unit of FMCI performs object segmentation of de-
have to retransmit the lost packet. Again the tracking of errépded frames, which is useful in providing the moving object
propagation will be the major task to be taken care of. Finalligcation to MCI. We do not use any complicated segmentation
since Class 3 packets are safely ignored, notification will occarocedure, partly because we do not want to increase the com-
for RCCM’s response to packet loss, but only after some del@ytational load in the decoder and partly because the segmen-
tation result is rough due to the use of the block-based motion
field only. For the third unit, classification of regions into sta-
tionary (SB), covered CB), and uncovered backgroundsg),

The main issue in post-processing implementation is a fleand the moving objectO), commonly used in standard MCI,
ible performance at the cost of a reasonable complexity. For spaadopted here. Two extensions of FMCI can further enhance
tial recovery, the removal of blocking and ringing artifacts is ahe overall performance. One is the adaptive frame skip (AFS)

MYV Post-processing

3. Block diagram of proposed FMCI implemented as a video
processing unit.

V. QUALITY RECOVERY FROMDEGRADED VIDEO



KIM et al: TCP-FRIENDLY INTERNET VIDEO STREAMING 1171

TABLE |
THROUGHPUTRATIO COMPARISON OFRCCM AND VARIOUS TCP SHEMES ACCORDING TO Nyccrecase IN THE MEAN AND THE STANDARD
DEVIATION FROM 24 SMULATIONS

Tahoe Reno NewReno SACK
CCD/ CAI / CMD (%) Ndecreasv
Avg SD Avg SD Avg SD Avg SD
1 0.91 0.30 2.03 1.16 0.90 0.31 0.74 0.24
*/0/0 2 0.67 0.24 1.15 0.59 0.68 0.23 0.58 0.20
3 0.64 0.21 1.07 0.53 0.66 0.22 0.56 0.19
4 0.65 0.21 1.03 0.52 0.65 0.21 0.73 0.22
@ (6-1,) ms ¢y ms 3 6 ms, while the delay from each sender to the first router is a
. 1.25Mbytes 54 100, 150, 1.25 Mbysed uniformly distributed random valug;. The link bandwidth be-
. 200 . tween the router and the end terminals (either the sender or the
# of send rOuter |¢ ms | router - i i i
of sender 5 Kbytes/iow # of receiver receiver) is set to 1.25 Mbytes, respectively.
10,20,30, Four existing TCP algorithms (i.e., Tahoe, Reno, NewReno,
40.50.6/ and SACK TCP) are compared with the proposed RCCM.
Sn Rn Table I gives the throughput ratio comparison of RCCM over

TCP according tQVgecrease- The extreme case of sticking to
the AIMD short-term friendliness is evaluated in this case
by settingCa1 and Cyp to zero. Each item represents the
average and the standard deviation (SD) of the throughput ratio,
scheme applied at the encoder. The other is the hybrid framevhich is calculated over 24 simulations (four different delays
terpolation (HFI) scheme that incorporates both frame repetitionultiplied by six different flow numbers). Each simulation
and FMCI at the decoder [25]. By adopting AFS, the frame-idength is set to 150 s. Except for rather outdated Reno TCP,
terval can be chosen according to the performance of FMCI. BRCCM takes less bandwidth than that of TCP regardless of
using HFI, a simple rule can help to select either FMCI or th& ...c.sc. This confirms that the proposed algorithm behaves
frame repetition dynamically. For a more detailed descriptianore conservatively than TCP in general. Even for Reno TCP,
of FMCI, we refer to [25]. Finally, it is worth mentioning thatthe throughput ratio is around 1 f&jecrease > 1.
a variation of FMCI is applicable to error concealment. While In Table I, the throughput ratios between RCCM and other
FMCI interpolates frames bi-directionally from previous andCPs are provided for several combinations of control parame-
current frames, error concealment predicts the missing G@8BsCcp, Car, andCyp. Four different configurations are at-
from previous frames. With the GOB interleaving packetize@mpted to evaluate the relation among these parameters. Two
scheme [6], we can use motion fields of above and below tkets (2% and 5%) are used for batly; andCyp, while again
missing GOB as the vertex vectors, and conceal missing G®&o different values (5% and 10%) are tried f6tp. First,
from mapped patches of the previous frame. This approach pehen the AIMD behavior is tightly kept by smally; andCyp
forms better than TMN10 TCON, since more spatial GOB coof 2%, the throughputs of RCCM are increased compared to
relation is utilized and the affine FMCI mapping results in leshose of Table I. Also, the choice 6f-p plays an effective role
blocky artifacts. in controlling the RCCM traffic as shown in Table II. These re-
sults imply that, by keeping a tighter AIMD constraint, we can
VI. SYSTEM INTEGRATION AND EXPERIMENTAL RESULTS easily control the RCCM traffic without hurting the TCP friend-
) ) ) . liness. Next, let us interpret the results when the AIMD con-
A. NS Simulation of RCCM for TCP-Friendliness straint is further relaxed to 5% (i.e2a; andCyip to 5%). We
The TCP-friendliness of the proposed RCCM is verified bwould like to verify that setting”s; andCyp high leads to the
using the NS [34]. The simulation topology and parameters domg-term fairness with TCP. Results for 5%, in Table I
given in Fig. 4. We vary the total number of flows betweeshows that RCCM throughput is decreased compared to those
10 ~ 60 with 10 flows gap, resulting in 6 sets of differentof Table I. On the contrary, results for 108, shows that
flow numbers. Each flow takes a 5 kbytes of bandwidth witRCCM throughput is the highest among all configurations. This
a packet size of 100 bytes, which moves from each sendemteans that when we relax the AIMD constraint, it becomes dif-
the receiver of the same index. The buffer size at the bottlendaiult to regulate the RCCM traffic in the sense of short-term
link is set to four times of the bandwidth-delay product, since TCP-friendliness. Also more precise estimation and control on
allows NS simulation to exhibit the full range behavior of TCE onggegree andCcp is highly demanded and eventually RCCM
(i.e., slow start, congestion avoidance, fast retransmission, drale to resort to the TCP model equation. However, based on
fast recovery). Also, to validate the wide range RTT suppothe above results, we can verify that, by controlling parameters
four delay situations in the bottleneck link (i.e., 50, 100, 150'cp, Car, andCyp, RCCM can maintain TCP-friendliness in
and 200 ms) are evaluated. The sum of either-end side delagny preferred timescale.

Fig. 4. NS simulation topology for RCCM versus TCP.
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TABLE I
THROUHPUT RATIO COMPARISON OFRCCM AND VARIOUS TCP SCHEMES ACCORDING TOCONTROL PARAMETERS IN THE MEAN AND THE STANDARD
DEVIATION FROM 24 SMULATIONS

Tahoe Reno NewReno SACK
CCD/ CAI / CMD (%) [Vdeurmxe'

Avg SD Avg SD Avg SD Avg SD
5/12/2 | 0.99 0.17 294 0.76 1.03 0.22 0.75 0.14
2 0.66 0.12 1.82 0.49 0.68 0.12 0.54 0.11
1 1.20 0.18 3.1 0.60 1.27 0.27 0.88 0.15

10/2/2
2 0.76 0.12 1.63 0.39 0.75 0.13 0.62 0.11
1 0.79 0.16 2.03 0.75 0.85 0.17 0.66 0.14

5/5/5

2 0.62 0.13 1.15 0.46 0.67 0.13 0.53 0.11
| 1.41 0.23 3.53 0.53 1.75 0.38 1.03 0.17

16/57/5
2 0.72 0.12 1.70 0.39 0.81 0.15 0.57 0.08
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Fig. 5. Snapshot of the proposed integration system and its interfaces.

B. Integrated Internet Video Streaming System and Its software implementation, some modules such as the H.263
Interface encoder and the motion-compensated frame interpolator do

To evaluate the performance of the proposed integratB@t operate in 30 fps real-time. For example, the H:263
system, a real-world video streaming application is built b§ncder can encode up to 5 fps with fully motion-compensated
the software implementation (Gt on the Windows NT box. -frames. Fortunately, the prop_osed system is evaluat_ed over 56
Modules shown in Fig. 1 have been developed and combinQPS Internet modem connection between a streaming server
through the multitasking threads. First, a real-time H.ge3attached to USC LAN and an Internet modem client. Under
encoder with a variable frame-rate controller is implement&fch an Internet modem connection, where the video traffic
by extending the UBC H.268 (version 3.2.0). For the RCCM ¢&n take up to 40 kbits/s (mmu; the bar_1dW|dth for audio and
module, an application level implementation is developed dRCdem 10ss), the frame-rate limit for quality QQIE76 x 144)
top of the Windows sockets to realize the TCP-friendly tran¥ide0 is arounds ~ 9 fps. Thus, to evaluate the proposed
mission and error recovery. A server module encompassifggration, a frame rate of 5 fps is an acceptable choice.
the RCCM sender and the video encoder is constructed in alh€ reali-time encoding and streaming of H.263ideo
powerful dual NT machine. Then, a separate client modufé, performed under the following network restrictions and
consisting of the RCCM receiver, the real-time H.268e- other limitations, which is reflected in the end-to-end delay
coding and the limited post-processing enhancement unit,@alysis shown in Fig. 6. The timing including encoding delay
implemented as shown in Fig. 5. Due to the limited power of t{gxcluding the encoding wait time), transmission waiting delay,
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Fig. 6. Typical end-to-end timing from 40 kbits/s Internet modem scenario (20 s for 30 fps source).
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Fig. 8. Real-time performances in a constant frame-interval case for comparison.

transmission delay, and decoding delay is depicted. From TABLE Il
Fig. 6, we can verfy thatthe integrated system can maintan 5N ©UECH oru it o CovsTy Pt e ucoone
end-to-end delay within 2 s over tens of minutes. Note that only OVER INTERNET MODEM
partial results are shown in Fig. 6 for the presentation purpose
Among delays, transmission delay takes up the highest portic RCCM (Kbps) PSNR (dB)
of up to 1 s (i.e., the gap between the transmit start/finish ar Average Standard Average Standard
receive start/finish), which is beyond our control. Also, the—p—- Deviation Deviation
video encoder takes up around 200 ms delay and decodiy,;uie Frame-rate 36.12 6.96 30.92 201
takes on the average around 250 ms reflecting the asymmet——¢ s
processing power of the server and client. Lastly, the bufferinconsunt Frame.rate 35.79 7.70 3020 2.04
and transmission at the server causes varying delay betweern
300-700 ms.

Then, to verify the gain of variable frame-rate encoding, the
C. Matching Video Encoder to Available Bandwidth performance is compared to that of constant frame-interval
(Internet Modem) case. Results provided in Fig. 8 are obtained utilizing the same

To evaluate the matching capability of the variable frame-ragystem with the variable frame-rate result of Fig. 7 except for
encoder to the available bandwidth, we have fed the stand#ig frame-rate control scheme and associated fine-tunings. By
video in YUV format repetitively. Among several sequence&omparing performance curves, we can observe that a very
tested, results for “Foreman” sequence are presented becd@kie frame skip is occurring in the case of constant frame-rate
it contains both talking head and fast motion together. In ord@fcoding. This large temporal gap is always noticeable to
to mimic the real-time capturing situation, the feeding has folbe viewers and perceived as a distinct temporal distortion.
lowed the original capture timing. The simulation is started b§/so, the variable frame-rate scheme increases the average
using the RTSP connection setup from the client module withiSNR (comparison is based on the PSNR value at the sender
an initial rate of 32 kbits/s. In Fig. 7, the performances in tern{@ exclude the packet loss effect) by 0.7 dB as provided in
of the RCCM rate, the adjusted target rate, the buffer level TFable 11l. Note that, to make the quantitative comparison fair,
the start of encoding, the PSNR values of the sender and fR&ults of enough length of time (10 min) are compared with
receiver, the frame interval, and the error-tracking index afémilar network fluctuation.
plotted, respectively. From RCCM rate curve of Fig. 7(a), one , o
can easily notices that matching Internet's available bandwidth Media-Aware Packetization and Error Recovery
is a challenging task due to the fluctuation after packet loss. {{it€rnet Modem)
simulation, oscillation behavior of RCCM rate is upper limited Among the three-class layered packetization described in
by the preseRate,,ax (40 kbits/in this case). Also, we can tem-Section IV-A, only two-layer packetization is deployed in
porarily observe the stepwise granularity in the increasing phdasgernet modem evaluation. That is, a layered packetization of
of the RCCM rate, since the RCCM rate is changed by the itie I/P-frames is implemented with some modification. At least
terval of RT Testimate- TYpPical values for RTLiimate are in the one packet is generated for every GOB of the I-frame (Class
range among50 ~ 1000 ms, which is inferred as twice trans-1) to simplify its error concealment and fast recovery. In fact,
mission delay of Fig. 6. By adjusting the RCCM rate to targ€dCIF video around 40 kbps leads to one packet per GOB (9
rate, the proposed scheme manages the buffer level (i.e., eyarckets for a frame in total) for almost every case. For inter-
tually the end-to-end delay). The frame-interval variations desediate P frames (Class 2), a varying number of packets are
picted at Fig. 7(b) are always initiated at the instances of packgtnerated based on the adopted MTU. However, fragmentation
loss. Peaks in the buffer level is somewhat correlated with tfseallowed only on GOB boundaries. As shown above in Fig. 6,
periodic insertion of I-frames (in the cycle of 256 frames, buhe end-to-end delay in Internet modem situation is up to 1 s.
not at fixed frames). This large delay implies that no retransmission is possible,
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TABLE IV
PSNR BERFORMANCE OFPROPOSEDFMCI-HFI VERSUSFR IN AVERAGED PSNR QVER 256 FRAMES
Gain of
Gain of FMCI-HFI FR

Averaged FMCI-HFI FR (all . . . FMCI-HFI
PSNR (dB) (all frames) frames) FII\I/I?I-HFI (fmlerpola[led (fmlerpol::lleci (interpolated
(all frames) rames only) Tames only frames only)

Suzie 30.39 27.69 +2.70 29.44 26.27 +3.17

Foreman 24.26 22.84 +1.42 23.04 21.37 +1.67

and one has to devise sophisticated FEC scheme to protectttteecurve for error tracking shows that a simple GOB-based loss

prioritized classes. propagation model tracks the error propagation effectively de-
Leaving this as future task, our evaluation has focused on thgite of the large feedback delay.

validation of the designed ACK scheme. We depict, in Fig. 7,

the error tracking managed at the sender based on NACKSs. heEvaluation of Temporal Quality Recovery Tools

sender keeps its record (including the packet sequence number

the associated frame-number and GOB number) till its receptiog;r _he :arop_t%sed_ FMCI grllgﬂ;es ﬂ;]e m‘?"‘;’? ngl(zOtr? ness
is acknowledged or a pre-defined timeout is past. In response,?h(;/'ogst}/ \;\gce‘;‘;;‘mpg\fm terms 2? ; Sol:lNRn ;gr tlr?é “i:or?an?;vr?”
each NACK, it tracks the lost portion (in GOB units) due to the post-p 99

acket [0ss in a frame. By assuming a simple error oropagatiegduence under the Internet modem evaluation. The PSNR
P - BY 9 P PropPagatioN eyic1-HFI is indicated by the dotted line while that of

pattern into subsequent frames, the impact of NACK to the lat is shown with a solid line. The periodical PSNR peaks
to-be-encoded frame is calculated at the server. Note that a lo Bkerved are for the transmitted (noninterpolated) frames

packets corresponding to subsequent frames are either wai iously the interpolated frame gives lower PSNR than the

in the transmitter buffer, being sent to the decoder, or decodﬁ nsmitted frame. But, the proposed FMCI-HFI provides a

by the de_coder. These on-the-fly pac_:kets are also subject to egi%ificant improvement over FR. In Fig. 9, overlapping period
propagation, unless refreshed by either I-frame or I-MBs. T two curves means that EMCI-HEI falls back to FR. This

eventually contributes to the PSNR gap of the sender and theg8 5ok usually happens when there is simple scene change
ceiver as shown in Fig. 7(c). For each packet loss, the PSNR gaRsquivalent fast motion. For frames between the 150—-200th
appears first at the receiver/decoder right away and then, og¥«roreman’ sequence, where the fast camera panning leads
after transmission delay, the sender is notified about the 1ggs scene change, FMCI falls back to FR. As a quantitative
through RCCM feedback. It then starts to react in both rate aBQmparison, we also summarize the PSNRs of FMCI-HFI
error aspects (i.e., reducing the rate and figuring out the bestygrsus FR in Table IV. The results are shown for two sequences
covery scheme). This happens only after a large feedback delpgreman” and “Suzie,” respectively. We can see the higher
of up to 1 s (corresponding to 30 original frames) as shown g&in for relatively easy-to-interpolate “Suzie” sequence as
Fig. 7(c). However, with our simple GOB-based error trackingixpected. In addition to PSNR, we can observe a significantly
we can track the progress of error propagation at the sendgsual improvement with less jitter in the playback. The pros
Take a careful look at the shape of the PSNR gap and that of ersérproposed FMCI is the low complexity since no motion
tracking index. If these two curves show similar shape, the errsgarch is required in the decoder unlike the traditional MCI.
tracking can serve as a criterion by which the server decides fiee disadvantage is that it has to buffer the frames to perform
proper timing for refreshing (FIR at this stage). From Fig. 7(cinterpolation.
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VII. CONCLUSION AND FUTURE WORK [14]

The integrated system and its associated components prigs]
sented in this paper can be conceived as a total solution to var-
ious problems encountered in the context of VBR video transpg
mission over the noncentralized error-prone best-effort Internet.
The RCCM module with the available bandwidth estimator pro- 17
vides the bandwidth consumption level to minimize the packeE
loss in a TCP-friendly manner. The real-time variable frame-rate
controller at the encoder responds by tailoring the stream to 8
the available bandwidth and meet the end-to-end delay require-
ment. The media-aware packetization and recovery is achievetf]
as a joint effort of the RCCM module and the media-recovery
module. Last, the fast motion-compensated frame interpolatiofzo]
restores good visual quality by interpolating frames. The pro-
posed system and its associated tools have been proven to p%l—]
vide much-enhanced video at the receiver via real-world In{22]
ternet modem experiments.

Even though we covered as many aspects of feedback-basgeg,
Internet H.263- video streaming as possible, our work can
only provide preliminary insights into diverse building blocks 24]
and solutions of Internet video. Some interesting future works
are listed below. More quantitative study on the interaction25]
of RCCM and video rate control is required. Switching of
video application from the on-line video encoder to the off-line
encoder followed by rate and/or error transcoding would be
interesting. To explore the advantage of fully blown media-
level error recovery, one can try the packet corruption modeps]
reported in [33] for enhanced error tracking while at the same
time incorporate the additional bandwidth demand for errog,q
recovery into the video smoothing constraint. Finally, an
evaluation of the proposed three-layer video over the DiffSen30!
network environment may be conducted in the end-to-end QoS
video context. (31]

(32]
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