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Abstract. A scheme which integrates image compression and image watermarking in an effective way is proposed
in this research. The image compression scheme under consideration is EBCOT (Embedded Block Coding with
Optimized Truncation) which has been adopted in the verification model (VM) of the emerging JPEG-2000 image
compression standard. The watermark is embedded during the process when the compressed bit-stream is formed,
and can be detected on the fly in image decoding. Thus, watermark embedding and retrieval can be done very
efficiently in comparison with other existing watermarking schemes. In addition to efficiency, the proposed scheme
has many interesting features. The embedded watermark is robust against various signal processing attacks such
as coding and filtering while the watermarked image maintains good perceptual quality. The watermark retrieval
procedure does not require the knowledge of the original image. Furthermore, the watermark can be detected
progressively and region of interest (ROI) watermarking can be accomplished easily.
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1. Introduction

The need to facilitate transmission, storage and archiv-
ing of multimedia data has led to great research inter-
ests in the development of efficient coding schemes in
the last two decades. With the advance of compres-
sion technologies, high quality digital media can be
compacted into a small data stream and distributed
widely over the network in a fast speed. When peo-
ple start to enjoy listening to network audio, watch-
ing on-line video, reading web newspapers, magazines,
or other electronic publications, content-providers are
concerned with the problem of copyright infringement.
Unlike traditional analog copying with which the qual-
ity of the duplicated content is degraded, powerful dig-
ital facilities can produce a large amount of perfect
copies in a short period of time. Therefore, to de-
velop an effective way to deter users from illegally
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reproducing or misusing digital media becomes an ur-
gent issue. Recently, researchers have considered em-
bedding invisible or inaudible information into digital
data for copyright/ownership verification and authenti-
cation. The hidden information is known as the digital
watermark.

To unambiguously identify the content source or des-
tination for successful copyright protection for digital
media, a digital watermark has several requirements.
First of all, a digital watermark should be robust against
intentional or unintentional attacks including compres-
sion, filtering, and format conversion, etc. Besides, the
watermark must be imperceptible to human beings and
able to convey enough information for different pur-
poses. The watermark has to be secure enough to resist
attempted attacks by knowledgeable persons. More-
over, watermarking schemes should have a low com-
plexity so that they can be applied to real-time applica-
tions. It is also important that the probability of water-
mark false detection should be kept as low as possible.
Therefore, a lot of design tradeoffs must be taken into
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account to develop a sound watermarking scheme. The
overview of watermarking techniques in various types
of media can be found in [1–3].

In image watermarking, we classify watermarking
schemes into two categories depending on the domain
of watermark insertion and retrieval, i.e. the luminance
intensity in the spatial domain [4–7] and the trans-
form coefficient magnitude in the frequency domain
[8–12]. Spatial-domain watermarking is to embed in-
formation by modifying the value of image pixels di-
rectly, e.g. replacing the least significant bit (LSB) of
image pixels with a binary pseudo-random sequence as
watermark information. The basic idea of frequency-
domain watermarking is to modify frequency coeffi-
cients after a proper transform such as the Discrete
Wavelet Transform (DWT), the Discrete Cosine Trans-
form (DCT), or the Discrete Fourier Transform (DFT)
is applied. Frequency-domain watermarking methods
can be further divided into two categories: visual-
model based and energy based watermarking. The
visual-model based watermarking decides the location
and the amount of the cast watermark by exploiting
the human visual system model. The energy based wa-
termarking is done by examining coefficients with a
larger energy amount and modifying them slightly. Be-
cause frequency-domain watermarking schemes tend
to achieve both perceptual transparency and robustness
better, a lot of related algorithms have been developed.

Most of frequency-domain watermarking schemes
are based on the additive spread-spectrum method,
which is inspired by the spread-spectrum modulation
technique in the digital communication system. This
technique provides more security and resistance to
channel noise for digital communication. Similarly,
the spread-spectrum watermarking scheme can resist
more serious content distortion. The watermark is usu-
ally represented by a pseudo-random signal with a low
amplitude. The pseudo-random signal is either added
or subtracted from the host data and then detected later
by using a correlation receiver or matched filter. An
early spread-spectrum frequency-domain watermark-
ing method is proposed by Cox et al. [9]. Watermark
sequence with lengthN is added onto the largestN
coefficients (except the DC coefficient) after the global
DCT transform is applied to the image. The water-
mark is retrieved by subtracting the original coeffi-
cients from the watermarked coefficients and then a
correlation detector is used to calculate the similarity
between the original watermark sequence and the ex-
tracted one. Piva et al. [8] examined another global

DCT-based method but no original image is required
for watermark detection. This is usually calledblind
watermark detection. The global DCT coefficients are
reordered by using a zig-zag scan. Fixed DCT coef-
ficients (e.g. 16000th to 25000th coefficients for an
image with size larger than 256 by 256) are selected
for watermark embedding and retrieval. The above
two watermarking methods share one common major
drawback. That is, the watermarking process is very
slow due to the high computational complexity in cal-
culating global DCT coefficients. Xia et al. [10] con-
sidered a multi-resolution watermarking method in the
wavelet domain which requires the original image in
watermark retrieval. Wang et al. [12] investigated a
blind wavelet-based watermarking scheme, in which
the inserted watermark signal is adaptively scaled by
different threshold values to maintain perceptual in-
tegrity of the watermarked image. These two wavelet-
based watermarking methods are more robust against
wavelet-based coding in comparison with DCT-based
watermarking schemes as given in [8, 9].

It is worthwhile to point out that image compression
and frequency-domain watermarking share some com-
mon characteristics. In image compression, we encode
significant frequency coefficients first because these
coefficients convey more fundamental visual informa-
tion about the image. In watermarking, we choose sig-
nificant coefficients for watermark casting to enhance
its robustness since these coefficients often remain sta-
ble after the attack. If they do change substantially, the
reconstructed image will be perceptually different from
the original one, and the value of protecting the intellec-
tual property right of such a seriously degraded image
becomes low. With this similarity, efficiency can be
achieved by integrating frequency-domain watermark-
ing procedures with compression processes, since the
most expensive computation related to the image trans-
form has been already computed as one part of com-
pression and decompression algorithms.

In this research, we investigate an integrated ap-
proach to image compression and watermarking.
The image coding scheme under our consideration
is EBCOT (Embedded Block Coding with Optimized
Truncation) [13, 14], which has been accepted in
JPEG-2000 VM (Verification Model) and will be the
backbone of JPEG-2000 coding scheme. EBCOT has
several distinct advantages, including efficient rate con-
trol, low computational complexity, low memory re-
quirement, good error resilience and excellent coding
efficiency. Besides, EBCOT supports region of interest
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(ROI) coding, which allows users to select parts of an
image to achieve higher fidelity. By integrating the
watermarking scheme with JPEG-2000, the proposed
watermark embedding and retrieval are more efficient
in comparison with existing watermarking schemes.
The watermark is embedded in the discretized host im-
age coefficients by examining bit-planes. A binary or
bi-polar watermark sequence is used, and the resulting
watermarked image coefficients also take only discrete
values. Therefore, both watermark embedding and de-
tection occur directly in the compressed domain. The
integrated scheme eliminates both the need to com-
press the host image after watermark embedding and
the need to decompress the watermarked image before
watermark detection. In addition to efficiency, the pro-
posed scheme has quite a few interesting features. The
embedded watermark is robust against various signal
processing attacks including compression and filter-
ing while the resulting watermarked image maintains
good perceptual quality. The progressive character-
istic is essential for Internet applications since users
can get a coarse-resolution image after a small portion
of the bit-stream is received. For the same reason, it
is desirable that the embedded watermark can be de-
tected progressively so that an operation, which is en-
abled via watermark detection such as “never copy”,
can be enforced earlier without waiting for the whole
image to be downloaded. Furthermore, ROI water-
marking can be easily coupled with ROI coding in the
proposed scheme. In this case, when we receive ROI
without the background, the watermark can still be de-
tected without ambiguity. The embedded watermark
can be detected without the knowledge of the original
image so that it is a blind watermarking scheme. Ex-
perimental results show that the proposed integrated
JPEG-2000 watermarking performs very well and sup-
ports all above claims.

This paper is organized as follows. A brief overview
of JPEG-2000 compression scheme is provided in
Section 2. The integrated watermark embedding and
detection procedures are presented in Section 3. The
decision and analysis of the threshold for watermark de-
tection are discussed in Section 4. Experimental re-
sults are illustrated in Section 5. Finally, concluding
remarks are given in Section 6.

2. Brief Review of JPEG-2000

The current JPEG-2000 VM (Verification Model)
[13, 14] is based on the Embedded Block Coding with

Optimized Truncation (EBCOT) scheme proposed by
Dr. Taubman. Basically, EBCOT can be viewed as a
block-based bit-plane coder. By the block-based coder,
we mean that the basic coding unit is a block instead
of the whole image as used in coding schemes such as
SPIHT [15] and EZW [16]. A bi-orthogonal wavelet
transform is first applied to the image, and each sub-
band of wavelet coefficients is divided into blocks of
samples with the same dimension, except at image
boundaries where some blocks may have smaller di-
mensions. Therefore, blocks in lower resolution sub-
bands span a larger spatial region in the original im-
age. Each block is then encoded independently by
using the same algorithm. That is, for each block, a
separate bit-stream is generated without resorting to
any information from other blocks. The bit-stream can
be truncated to a variety of discrete lengths with re-
spect to different distortion measures. Once the entire
image has been compressed, a post-processing opera-
tion passes over all compressed blocks, and determines
the extent to which each block’s embedded bit-stream
should be truncated to achieve the target bit-rate. The
final bit-stream is formed by concatenating the trun-
cated bitstreams of all blocks together.

EBCOT is a bit-plane coding, i.e. the most signif-
icant bits for all samples in the code block are sent
first, then the next most significant bits and so on
until all bit planes are sent. Previously encoded in-
formation about the current sample and neighboring
samples are exploited for efficient block coding. For
each bit-plane, the coding proceeds in a number of
distinct passes. EBCOT provides many features, in-
cluding random access, Signal to Noise Ratio (SNR)
progressive, SNR parsable, resolution progressive, res-
olution parsable and component parsable. The rich
bit-stream syntax makes EBCOT more attractive than
other wavelet-based coders. Region of interest (ROI)
is one interesting feature that can be easily supported
by EBCOT. ROI coding makes it possible to encode
regions in which users are more interested with bet-
ter quality than the rest of the image. For the extreme
case, the specified ROI can be encoded losslessly while
the remaining parts of the image are encoded with low
bit-rates. When ROI is small compared with the whole
image, the transmission time and the storage space can
be greatly saved.

The implementation of EBCOT is a pipeline struc-
ture, which attempts to minimize the internal memory
size. Thus, EBCOT can be implemented by hardware
conveniently. Two kernels are used in EBCOT. One
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is reversible kernel for lossless compression, and the
other is non-reversible kernel for lossy compression.
Since the two kernels use different wavelet filters and
normalization strategies, encoding and decoding must
adopt the same kernel. For lossy compression, the orig-
inal I -bit image samples are level shifted to a nominal
range of−2I−1 to 2I−1 and then shifted up byP− I−G
bits to fit within theP-bit implementation precision.G
is the number of guard bits, which is included to avoid
the occurrence of overflow so that the frequency coeffi-
cients can be represented with the fixed-point precision.
The wavelet transform kernels are then normalized so
that the low-pass analysis filters always have a unit DC
gain and the high-pass analysis filters always have a
unit Nyquist gain. This means that the nominal range
of subband coefficients will be in the range of−2P−G−1

to 2P−G−1. The normalization of coefficients is a very
important step in the EBCOT implementation, which
turns out to facilitate the proposed watermarking pro-
cess as described later.

3. Watermark Embedding and Retrival

3.1. Framework for Watermarking

Before presenting the implementation of the proposed
watermarking scheme, we briefly describe the basic
framework of the watermarking method to be adopted.
Similar to most robust watermarking schemes given in
Section 1, the additive spread-spectrum watermarking
method is chosen due to its decent characteristics in ro-
bustness, unobtrusiveness and security to watermark-
ing applications. After a proper transform (the wavelet
transform in our scheme) is applied to the image, the
watermark is added onto the selected frequency coef-
ficient by

I ′(x, y) = I (x, y)+ α(x, y)×W(x, y), (1)

where I ′(x, y) is the watermarked coefficient and
I (x, y) is the original coefficient with the coordinate
(x,y) in the spatial position.I (x, y) is chosen based on
its magnitude, i.e. the coefficient with the large magni-
tude is selected for watermark embedding.W(x, y) is
the corresponding watermark symbol, which can be a
real number or only take values, 1 and−1. The weight-
ing factorα(x, y) is a positive number used to adjust
the amount of added watermark energy. The value
of α is usually adjusted according to the magnitude
of the frequency coefficients or the different subband

characteristics so that the balance between robustness
and fidelity of the resulting watermarked image can be
achieved. The inverse transform is then applied to form
the watermarked image.

In watermark detection, a correlation detector is used
to determine if the watermark exists in the tested im-
age. It is based on the fact that if the coefficients and the
watermark sequence are independent, the inner product
of the watermark and the coefficient sequences will be
close to 0. If the target watermark sequence is added to
the coefficient sequence, we will get a peak response
from the inner product. We show this basic idea as
follows; I ∗(x, y) is the wavelet coefficient of the sus-
pected image. We make use of the correlation detector
to determine if the wavelet coefficients are embedded
with a specific watermark sequenceW∗(x, y). The
correlation responseρ of the watermark detector can
be expressed as

ρ =
∑
(x,y)

(I ∗(x, y)×W∗(x, y)) (2)

By assuming thatI ∗(x, y) is formed by casting wa-
termark symbolW(x, y) onto the original coefficient
I (x, y) without any modification, then we can express
ρ as

ρ =
∑
(x,y)

((I (x, y)+α(x, y)×W(x, y))×W∗(x, y))

(3)

=
∑
(x,y)

(I (x, y)×W∗(x, y))

+
∑
(x,y)

(α(x, y)×W(x, y)×W∗(x, y)) (4)

After calculating the expected value of both sides,
we get

E [ρ] = E
[∑
(x,y)

(I (x, y)×W∗(x, y))

]

+ E
[∑
(x,y)

(α(x, y)×W(x, y)×W∗(x, y))

]
,

(5)

whereE [·] is the expected value. The first term on
the right-hand side of (5) is zero if the tested water-
mark sequenceW∗(x, y) and the coefficientsI (x, y)
are independent. Similarly, the second term is also zero
if W(x, y) andW∗(x, y) are independent orW(x, y)
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does not exist. If the image is embedded withW∗(x, y),
i.e. W(x, y) = W∗(x, y), then the expected value of
the correlation responseE [ρ] will be close to

E [ρ] = E
[∑
(x,y)

α(x, y)×W∗
2
(x, y)

]
, (6)

which is much larger than zero. Therefore, we can
simply examine the peak response and compare it with
a threshold value to determine the existence of water-
mark without any difficulty.

3.2. Implementation of the Integrated Watermarking
Scheme

In the proposed system, the watermark is embedded
after coefficients are quantized so that the watermark
can be easily embedded into the bitstream. Watermark
detection is done before the dequantization stage. We
choose the non-reversible kernel for watermark embed-
ding and detection in the following discussion since
lossy compression offers a broader application scope
than the lossless one. The same idea can however be
applied to the reversible kernel without modification.

3.2.1. Watermark Embedding. To make the embed-
ded watermark robust against attacks, significant coef-
ficients are chosen for watermark casting. Significant
coefficients are those with a larger magnitude. Because
coefficients in each subband have been normalized to
have unit gain in EBCOT implementation, the signif-
icant coefficients in each subband tend to have their
highest non-zero bit in the same bit-plane. Therefore,
we can apply the same watermark embedding rule in
each subband. EBCOT divides the subband into blocks
which is the basic coding unit so that we also use the
coding block as the basic unit for watermarking.

In EBCOT implementation, the Most Significant Bit
(MSB) of the coefficient indicates the sign value and
the remainingP − 1 bits represent the absolute mag-
nitude of the coefficient. This simplifies the case when
the magnitude is required only, because we can avoid
the calculation of the absolute value. We select signifi-
cant coefficients by examining the highest non-zero bit
(not including the sign bit) that is higher than a certain
bit-plane with indexq. That is, coefficientIbs(x, y) in
the blockbs of subbands with the coordinate(x, y)
will be chosen for watermark embedding if

‖Ibs(x, y)‖ ≥ 2q, (7)

where we define that the Least Significant Bit (LSB)
of coefficients form the bit-plane with index “0”. The
strategy to select coefficients matches the bit-plane cod-
ing well since coefficients to be coded earlier will be
cast with the watermark first. The watermark in our
scheme is a random number sequence taking two val-
ues 1 and−1. First, a seed, which can be viewed as
a user ID number, is used to generate the watermark
sequence with the length equal to the number of co-
efficients in a coding block. The sequence forms a
watermark map with a dimension equal to that of a
block. For a block of sizeγ × γ , the watermark map
is Wbs(x, y), wherex, y ∈ [0, γ ), and the coefficient
Ibs(x, y) that satisfies (7) is modified toI ′bs

(x, y) by

I ′bs
(x, y) = Ibs(x, y)+ (Wbs(x, y)× 2δbs

)
(8)

whereWbs(x, y) = ±1 is the watermark element in the
position(x, y) on the watermark map associated with
blockbs andδbs is the number of bit-shift that depends
on the implementation precisionP and the watermark
energy. In general, the shifted number is chosen to be

δbs = P − I − G+ αbs. (9)

As mentioned earlier,P, G andI are the implemen-
tation precision, the guard bit, and the image sample
precision, respectively, andαbs is the watermark scal-
ing factor. We may increase the embedded watermark
energy by shifting the watermark a few bits to the left.
It should be noted thatαbs can vary in different sub-
bands or blocks so that we can adjust it according to
different subband or block characteristics. Generally,
only bitplanes aroundP− I −G+αbs will be affected
by watermark embedding so the bitplane-based water-
mark embedding method does not affect the coding
efficiency much. Besides, by experiments, the setting
of δbs achieves a pretty good balance between image
quality and robustness of the watermark. Special care
must be taken that we do not cast the watermark in
blocks of the DC band since it may lead to serious
fidelity degradation in the watermarked image.

3.2.2. Watermark Detection. As done in the embed-
ding procedure, we only pick coefficients that satisfy
(7) for watermark detection. We use the same bit-plane
as a reference so that only the coefficients that are pos-
sibly embedded with watermark are taken into consid-
eration. A similar objective might be achieved if we
embed and detect the watermark in all of the wavelet
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coefficients. However, the watermarking process will
be less efficient because the computational load will
increase significantly especially when we have to test
a lot of watermark sequences to see which one is em-
bedded in the image.

However, we have to take the significance of differ-
ent subbands into account during watermark detection.
A value called “extra LSB” and denoted byβbs is de-
termined along with the EBCOT normalization process
and can be interpreted as the number of insignificant
bit-planes in the coding blockbs. βbs is smaller in sub-
bands that need better precision and larger in high-
frequency subbands. Thus, the calculation of correla-
tion response is done as

ρ =∑
s

∑
bs

∑
(x,y)

(‖I ∗bs
(x,y)‖≥2q ).

(
I ∗bs
(x, y)× 2−βbs

)
×
(
Wbs(x, y)× 2(δbs−βbs )

)
∑

s

∑
bs

∑
(x,y)

(‖I ∗bs
(x,y)‖≥2q )

2(2δbs−2βbs)

,

(10)

whereδbs is defined in (9). I ∗bs
is the coefficient of

the investigated image. Note that there is a difference
between (2) and (10). In (10), we normalize the corre-
lation response by the sum of squares of selected wa-
termark symbols. Since the watermark symbol takes
value 1 or−1, W2

bs
(x, y) is equal to 1 and omitted in

the denominator. There are a couple of reasons that
we decide to normalize the correlation response. First
of all, the value of the response will not be affected
by the number of selected coefficients. Consequently,
the same correlation response can be used in different
scenarios, e.g. normal watermark detection and pro-
gressive watermark detection, which will be discussed
in Section 3.3. Second, this normalization process will
help in explaining the high value of the correlation re-
sponse of the watermarked image in our scheme. That
is, the value of (2) in a watermarked image will be even
larger than (6). This phenomenon will be discussed in
Section 4.

3.3. Progressive Watermark Detection

Progressive watermark detection is one of the most
attractive features for watermarking in JPEG-2000
compressed images. When a large image is being de-
compressed, it is not efficient to detect the watermark
after the whole image is formed. This is especially
true for Internet applications. A fully-embedded com-

pression scheme lets the user truncate the image at any
time to get his or her “best” image. Thus, it is de-
sirable that the watermark can also be detected pro-
gressively. EBCOT is a bit-plane coder which can
support the fully-embedded feature. Significant coeffi-
cients, which have been embedded with the watermark
in our scheme, will be encoded and decoded first so
that progressive watermark detection can be achieved
easily. However, we should set a threshold valueη to
indicate the minimum number of coefficients needed
for watermark detection. If the correlation response
is higher than the current threshold, which is used to
decide the existence of watermark, but the selected co-
efficients are less thanη, the detection process should
continue in other blocks to avoid possible false alarm.
The derivation of the threshold in the proposed water-
marking scheme will be discussed in Section 4.

3.4. Region of Interest Watermark

There are two types of ROI functionality. The first one
is “ROI during encoding”, in which ROI is specified
when the image is compressed. The other one is “ROI
during decoding” that supports interactive browsing.
In JPEG-2000 VM, the “ROI during encoding” mode
is implemented. In the encoder part, coefficients that
belong to ROI remain unchanged while other coeffi-
cients which do not belong to ROI are scaled down
by a few bits. The encoding process is done as usual
while the coordinates of ROI and scaling values are
put in the bitstream header for transmission. When the
SNR progressive mode is used, ROI will be sent before
the background. The decoder can detect ROI by exam-
ining the magnitude of received coefficients since all
ROI coefficients are larger than other coefficients out-
side ROI. The decoder may have to upshift the received
coefficients when necessary.

Under this scenario, we do not have to change the
proposed algorithm because only coefficients in ROI
with a larger magnitude will be embedded with the
watermark. All coefficients outside ROI will be down-
shifted so that they will not satisfy the criterion in (7)
for watermark embedding and retrieval. To conclude,
our scheme can support ROI watermarking automati-
cally.

4. Threshold Decision and Analysis

It is essential to determine a threshold value so that the
existence of a watermark sequence can be detected by
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comparing the value of the correlation response with
the selected threshold value. There are two main parts
in this section. First of all, we determine the thresh-
old value to decrease the possibility of false positive
detection. False positive detection occurs when the
watermark is falsely detected in an image that con-
tains no watermark or the wrong watermark ID is de-
tected. Since the usage of the image will be limited
once a certain watermark is found, false positive detec-
tion will bring much more inconvenience to the legit-
imate users. Therefore, the threshold value should be
decided carefully. Second, we examine the peak cor-
relation response of the watermarked image and show
that the existence of the watermark can generate a large
correlation response.

In watermark detection, we compute the sum of mul-
tiplications of the shifted coefficients with the corre-
sponding watermark symbol in the watermark map, and
then divide it by a weighting factor, i.e. the weighted
norm of the watermark sequence as indicated in (10).
Here, we assume that the correlation responseρ fol-
lows the Gaussian distribution due to the Central Limit
Theorem.

The variableρ in (10) has a mean equal to zero if
the watermark does not exist. The variance ofρ can be
estimated by

σ 2
ρ '

∑
s

∑
bs

∑
(x,y)

(‖I ∗bs
(x,y)‖≥2q )

I ∗
2

bs
(x, y)× 2(2δbs−4βbs)


∑

s

∑
bs

∑
(x,y)

(‖I ∗bs
(x,y)‖≥2q )

2(2δbs−2βbs)


2 , (11)

where all entities in above are the same as those in (10).
By definition, the Gaussian Integral Function [17]

(or simply theQ function) can be written as

Q(z) =
∫ ∞

z

1√
2π

e
−x2

2 dx. (12)

If random variableY(u) follows the Gaussian distri-
bution with meanm and varianceσ 2, the probability
thatY(u) > a can be expressed as

Pr{Y(u) > a} = Q

(
a−m

σ

)
. (13)

We should set up the threshold value according to
theQ function so that the false alarm rate is lower than

a given probability. As a result, the threshold value
is actually a function of the variance ofρ. Here, we
simply define the threshold as

T = τ × σ, (14)

whereτ is a scaling parameter. On one hand, we can
lower the false alarm rate by raising theτ value. On
the other hand, we can reduce theτ value so that de-
tection of the embedded watermark can be more easily
achieved even under very serious attacks at the expense
of a higher false alarm rate. For example, if the desired
false alarm rate is around 10−12, we should choose the
threshold value asT = 7σ since

Pr{Y(u) > T} = Q

(
T

σ

)
= Q(7) = 1.28× 10−12.

(15)

In progressive watermark detection, the probability
of false alarm can be larger because the number of
the selected coefficients may not be large enough. We
choose a largerτ to get a higher threshold to lower the
probability of false alarm as much as possible. It is
also possible to adjust theτ value to adapt to different
detection situations.

After setting up the threshold, we would like to an-
alyze the peak value of the correlation response when
a certain watermark is found to exist in an image. To
simplify the analysis, it is assumed that the extra LSB
βbs and the bit-shift numberδbs are both equal toδ in all
blocks. If the watermark exists, (10) can be modified
as

ρ =
∑{(Id+Wd× 2δ)× 2−δ ×Wd}∑

(Wd×Wd)

=
∑
(Id×Wd)∑
(Wd×Wd)

× 2−δ + 1, (16)

whereWd and Id are the watermark symbol and the
original coefficient selected by the watermark detector.
To be more precise, we calculate the expected value on
both sides as

E [ρ] = E
[ ∑

(Id×Wd)∑
(Wd×Wd)

]
× 2−δ + 1. (17)

As discussed in Section 3.1, one may think that the
first term on the right-hand side of (17) is zero so that the
expected value of the maximal correlation peak is unity.
However, the peak can be substantially larger than 1 if a
certain watermark exists in the image as argued below.
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Let Ie denote the original coefficient selected by the
watermark embedder, i.e. the coefficient satisfies (7),
and We be its respective watermark symbol, i.e. the
watermark symbol to be cast on the selected coefficient.
First, we calculate the expected cumulative sum ofIe×
We:

E [Re] = E
[∑

(Ie×We)
]
. (18)

Note thatE [Re] = 0 becauseIe andWe are indepen-
dent. Let us divideE [Re] into two parts, i.e.

E [Re] = E [Re1] + E [Re2]

= E
[∑

(Ie1 ×We1)
]
+ E

[∑
(Ie2 ×We2)

]
.

(19)

Ie2 is the coefficient satisfying both of the following
conditions:

2q ≤ ‖Ie2‖ < 2q + 2δ, q > δ, (20)

and

Ie2 ×We2 < 0, (21)

whereWe2 is the respective watermark symbol ofIe2.
Obviously,E [Re2] is a negative number so thatE [Re1]
has to be positive to makeE [Re] equal to 0. However,
owing to the process of watermark detection, coeffi-
cients Ie2 in Re2 will not be picked by the detection
process in watermark retrieval since its highest non-
zero bit isq− 1, which is lower thanq. Therefore, the
expected value of the correlation response calculated
in the detection process is equal to

E [ρ] = E [Re] − E [Re2]

E
[∑

W2
e2

] × 2−δ + 1

= E [Re1]

E
[∑

W2
e2

] × 2−δ + 1> 1 (22)

The number of coefficientsIe2 is quite large so that
the first term of the right-hand side in (22) can be larger
than 1 to generate a peak valueρ that could be even
equal to 2 when the watermark exists in the image.
Therefore, the first term of the right-hand side in (17)
is positive and does make a contribution to the peak
correlation response when a watermark is embedded.

One main concern of the correlation-based water-
mark detection is the efficiency issue. To determine
which watermark ID number is embedded, we may
have to check all possible ID numbers. By assuming

the total number of users is 232, it is not practical to
try from ID number 0 to 232− 1 to determine the ex-
actly embedded watermark ID number. Thanks to the
block coding of EBCOT, we can simplify the detec-
tion structure. We first divide all coding blocks into
n subsetSi , i = 1, . . . ,n. We can embedk bits in
each of the subsetSi . Therefore, the total number of
bits that can be embedded in the image isk × n. In
watermark detection, we only need to check 2k dif-
ferent watermark candidates in each subset to decide
the k-bit value. k × n bits can be decoded correctly
aftern subsets are processed. If we also consider the
sign of the correlation response, we can check only
2k−1 watermark candidates in each block. For larger
images, we are able to have more divided subsets to
allow a larger watermark capacity. However, because
spread-spectrum watermarking is adopted in the sys-
tem, a spreading gain must be maintained to reliably
embed and retrieve the watermark. Therefore, there
exists a tradeoff between robustness and capacity.

5. Experimental Results

In this section, we show some experimental re-
sults to demonstrate the robustness of the proposed
watermarking scheme. The embedded watermark has
an ID number 500, which is actually the seed to gen-
erate the random watermark sequence. The watermark
is embedded when the image is compressed. It can be
detected when the EBCOT bit-stream is expanded. We
test 1000 watermark ID numbers to see if the correct
one is detected without ambiguity. A threshold value
calculated with (14) is used to determine if there exists
a certain watermark in the image.

First of all, we examine the parameters to be used
in the experiments. In EBCOT implementation, the
coefficient precisionP can be either 32 or 16. We
choose 32 since it is commonly used in software or
hardware designs today. The guard bitG is chosen
as 2, which has been shown a reasonable number to
avoid the overflow problem. Therefore, the nominal
range of subband coefficients will be in(−229, 229).
The image sample precisionI is equal to 8 for gray-
level images. In the experiments, we letq in (7) be
equal to 24 so that if a coefficient that has the non-
zero bit higher than or equal to 24 will be viewed as
a significant coefficient for watermark embedding or
retrieval. The watermark sequenceWbs, which takes
value 1 or−1, is left-shifted by 22+ αbs bits and then
added to the selected coefficients to form watermarked
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Figure 1. Original images v.s. compressed/watermarked images: (a) original “Bike”, (b) watermarked “Bike” (PSNR:32.49 dB), (c) orig-
inal “Woman” and (d) watermarked “Woman” (PSNR:33.09 dB). Both images are with size 2048× 2560 and are compressed with
0.5 bpp.

coefficients as indicated in (9). The value of “extra
LSB”, which indicates the number of insignificant bit-
planes in a coding block, is determined by EBCOT. We
do not make any change on it. In watermark detection,
our algorithm tends to generate a very high correlation
response if the watermark exists. This allows us to set a
higher threshold value to avoid any possibility of false
alarm. The threshold scaling parameterτ in (14) is set
to 7. If the progressive watermark detection is used, we
chooseτ to be 8.5. As mentioned in Section 3.3, we
should define the minimum numberη of the selected

coefficients to claim the existence of watermark. In the
experiment,η is chosen to be 500.

Two JPEG-2000 test images, “Bike” and “Woman”,
with size 2048 by 2560, as shown in Fig. 1(a) and (c),
respectively, are used to demonstrate the invisibility of
the embedded watermark. Because of the large size
of the images, we encode them with a lower bit rate
equal to 0.5 bpp so that they can be stored and trans-
mitted efficiently. The SNR progressive mode is en-
abled to demonstrate the fully-embedded feature and
progressive watermark detection. When the watermark
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function is disabled, the peak signal to noise ratio
(PSNR) between the original and the compressed im-
ages of “Bike” and “Woman” are 33.54 dB and 33.70
dB, respectively. The PSNR values between the origi-
nal and watermarked/compressed images are 32.49 dB
and 33.09 dB, respectively. It is clear that the quality
degradation resulting from watermark insertion is very
little. The watermarked images are shown in Fig. 1(b)
and (d).

Next, we demonstrate the correlation response in
the watermark detection process. Detection results are
shown in Fig. 2. We can see clearly that there exists a
peak with the watermark ID number 500 in both cases.
The peak value of the correlation response is much
larger than the threshold valueT , which is shown as
the break line in the figures. The responses of other wa-
termarks are much lower thanT . The target watermark
can thus be determined unambiguously.

It usually takes a while to decode such large images
completely from the entire bit-stream. Furthermore,

Figure 2. Watermark detection results for (a) “Bike” and (b) “Woman” with 1000 watermark sequences tested.

Figure 3. Progressive watermark detection: (a) watermark detection by using the progressive mode and (b) watermark detection of the image
decoded at a bit rate of 0.01 bpp.

watermark detection may involve a lot of coefficients so
that the watermarking process is also time-consuming.
We take the “Woman” image for example. There are
over 400K coefficients selected for watermark detec-
tion. Actually, the number of the selected coefficients
necessary for watermark detection can be reduced. We
use progressive watermark detection by taking advan-
tage of the fully-embedded feature of JPEG-2000 to
speed up the watermarking process. There are two
ways to demonstrate this property. The first one is
to adopt progressive watermark detection. During the
decoding process, whenever the correlation response
is larger than the thresholdT and the number of
the selected coefficients is larger thanη, we stop
watermark detection and claim the existence of wa-
termark. We test “Woman” image in progressive wa-
termark detection. The result is shown in Fig. 3(a). The
number of selected coefficients is 32,611. The value
is still large because we set up a conservative thresh-
old to avoid false alarm. In the second approach, we
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Figure 4. Postprocessing: (a) part of the “Bike” image before postprocessing, (b) part of the “Bike” image after postprocessing and (c) the
watermark detection result.

do not use progressive detection but specify the decod-
ing rate of the image. Fig. 3(b) shows the detection
result when the image is decoded at a bit rate equal to
0.01 bpp. In this case, the number of selected coeffi-
cients is 6,511. The existence of watermark with ID
number 500 is detected in both cases, yet the speed of
watermark detection is greatly improved.

Although wavelet-based coding schemes have the
advantages over the block DCT-based coding method
in terms of the rate-distortion tradeoff performance,
reconstructed images still suffer from various coding
artifacts such as ringing effect, graininess, and blotch-
iness, etc. In JPEG-2000 VM, a postprocessing tech-
nique is used to reduce these artifacts so that the overall
visual quality of decoded images can be improved sub-
stantially. Therefore, we apply the JPEG-2000 post-
processing technique [14, 18] to the decoded image
and then test the performance of watermark detection.

We decode the “Bike” image with 0.125 bpp and then
feed it to the postprocessing stage with three iterations.
The effect of the postprocessing can be understood by
comparing the two images, before and after postpro-
cessing. Fig. 4(a) and (b) show only part of the “Bike”
image. The ringing artifact around the bike handler in
Fig. 4(a) is greatly reduced in Fig. 4(b) so that the visual
quality is improved. The watermark detection result
demonstrated in Fig. 4(c) indicates that our watermark-
ing scheme can be coupled very well with JPEG-2000
including the postprocessing procedure.

The next example is ROI watermarking. ROI coding
is especially useful for large images. We use the other
JPEG-2000 test image, “Aerial2” (2048×2048), as an
example because application of ROI is important for
aerophotography. We assign two rectangular regions
which cover two constructions in image “Aerial2” as
the desired ROI. We then enable the SNR progressive
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Figure 5. ROI watermarking: (a) the fully reconstructed image from ROI coding bitstream, (b) the decoded image with a bit rate of 0.4 bpp,
(c) the spatial difference of these two images (the lighter the pixel is, the larger the difference and the two black rectangles are the assigned ROI)
and (d) the watermark detection result.

mode to encode the image, and then decode it with a
lower bit rate. We see that the two regions are well
reconstructed while other parts of the image remain
blurred. The ROI coding can be verified by the spatial
difference of the transmitted image and the roughly de-
coded image as shown in Fig. 5(c) where the lighter
the pixel is, the larger the difference between the two
images. The detection result shown in Fig. 5(d) indi-
cates that the proposed watermarking scheme matches
the ROI feature of EBCOT, and the embedded water-
mark can be detected without any difficulty. Besides,
with ROI watermarking, it is also possible to embed
different watermark ID numbers into different objects
in the same image. In this case, the watermark can
be viewed as a function of data labeling, which may

benefit content-based retrieval in the management of
multimedia databases [19].

We then apply a series of attacks to show the robust-
ness of the proposed watermarking schemes. First,
we consider compression attacks, i.e. to compress the
image with other schemes at low bit rates. The well-
known DCT-based codec, JPEG, and the wavelet-based
codec, SPIHT, are the two compression attacks under
test. The attacked image is encoded into the EBCOT
bitstream for watermark detection. Since perceptual
loss caused by compression varies in different images,
some images can be compressed with a higher com-
pression ratio yet preserving good image quality. To
verify that the watermark is robust against JPEG and
SPIHT attacks, we choose to compress the image with
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Figure 6. Compression attacks: (a) the watermarked “Woman” image compressed by JPEG with quality factor equal to 1 (PSNR: 22.61 dB),
(b) the watermark detection result of the JPEG-attacked image, (c) the watermarked “Woman” image compressed with SPIHT at a bit rate of
0.005 bpp (PSNR: 22.50 dB) and (d) the watermark detection result of the SPIHT-attacked image.

extremely low bit rates. That is, the “Woman” image
is compressed by JPEG with quality factor equal to 1
and by SPIHT with a bit rate of 0.005 bpp. The result-
ing images and detection results are shown in Fig. 6.
In the JPEG-attacked image as shown in Fig. 6(a), a
very serious blocking artifact appears since JPEG en-
codes an image block by block. The SPIHT-attacked
image, as shown in Fig. 6(c), is blurred very much
since only a few coefficients are used to reconstruct
the whole image. The PSNR values of the JPEG- and
SPIHT-attacked images are 22.61 dB and 22.50 dB,

respectively. Although the two images are compressed
to an unacceptable degree, the embedded watermark
still survives well as shown in Fig. 6(b) and (d).

GIF is a popular file format for graphics. Unlike
JPEG, the maximum number of colors that can be used
for a picture is 256. For some images, annoying vi-
sual degradation may not be generated when they are
converted to the GIF format. Thus, color reduction is
another important type of attack that a watermark must
resist. We have tested three kinds of color-related at-
tacks. The first one is to reduce the number of colors
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from 256 to 4 for a gray-level image. The second one
is image halftoning that is used quite often in FAX,
newspapers, or other publications. The third one is
histogram equalization which tends to stretch the dy-
namic range of the gray-level distribution of an image.

Figure 7. Color-based attacks.

Detection results of these attacks and attacked images
are shown in Fig. 7. The distinctive peak of the corre-
lation response indicates the survival of the watermark
even though the attacked image is visually different
from the original one.



     

Integrated Approach to Image Watermarking and JPEG-2000 Compression 49

We then test the performance of our watermarking
scheme when the protected image is resized or cropped.
We reduce the watermarked “Woman” image from a
size of 2048× 2560 to a size of 256× 320 and then
interpolate it back to the original size, as shown in
Fig. 8(a). The finer detail of the image is lost due to
the resizing process. The detection result is shown in
Fig. 8(b), which indicates the watermark survives after
the resizing operation. We also crop the lower 3/4 of
the image and fill it with a constant gray level of 128 as

Figure 8. Robustness test against cropping and resizing attacks: (a) resizing “Woman” from 2048× 2560 to 256× 320 and then interpolating
it back to 2048× 2560, (b) the watermark detection result of the resized image, (c) cropping the lower 3/4 of the watermarked image and filling
it with gray level 128, and (d) the watermark detection result of the cropped image.

shown in Fig. 8(c) for the watermark robustness test.
The result is shown in Fig. 8(d). Again, the watermark
can be easily detected. However, the pre-registration
process must be done before detecting watermark from
these two attacked images so some information of the
original image is required.

With the advances of graphical tools, users may edit
an image with some artwork. Thus, it is interesting
to test the robustness of the proposed watermark-
ing scheme by using a popular editing tool, e.g. the
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Paint Shop Pro. In order to demonstrate the attack
effects, we choose a smaller image, “Rodeo” pro-
vided by Corel Corporation. The image has size
768 by 512 and is compressed with bit-rate equal to
0.75 bpp. The PSNR between the original image
and compressed/watermarked image is 39.83 dB. The

Figure 9. Extensive watermark testing on the watermarked “Rodeo” (768× 512).

attacks tested include blurring, sharpening, edge en-
hancement, eroding, dilating, median filtering, aver-
aging, 25% random noise adding, 25% uniform noise
adding, softening, and mosaic. The attacked images
and detection results are shown in Fig. 9. We can see
that the watermark is very robust under these attacks
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because the watermark is embedded in significant co-
efficients that usually remain stable after most image
processing operations.

Finally, we would like to measure the false positive
rate of the proposed system. As mentioned in Section 4,
there are two cases in false positive detection: (1) the
watermark is detected in an un-watermarked image and
(2) the wrong watermark ID is detected. In the first
case, i.e. the watermark is found in an un-watermarked
image, the best method to measure the probability of
false positive detection is to detect watermarks in nu-
merous clear (un-watermarked) images by using the
proposed watermarking scheme. This part is difficult
to achieve due to the shortage of content sources. How-
ever, we believe that the Gaussian assumption should
hold in this case so that the false positive rate should
be covered by our analysis. The major concern of the
accuracy of the Gaussian assumption comes from the
second case, i.e. a wrong watermark is detected from
a watermarked image with different ID. At this point,
we would like to verify it by experimental data. To do
so, we generated 100000 watermark sequences, con-
structed the watermarked image by embedding one of
the watermark sequences and used 100000 watermarks
(one correct watermark and the other 99999 incorrect
watermarks) for detection. We counted the number of
tested watermarks with a correlation response higher
than the threshold value set according to the allowable
false positive rate. We tested the false positive rate
from 5× 10−3 to 10−5. We measured more points
around 10−4 to 10−5 because these measurements may
be more correct and important. The results are shown
in Table 1. We see that the number of false detection
matches pretty well with the predicted false detection

Table 1. The number of false positive detections
measured from 100000 tested watermark sequences v.s.
estimated number of false positive detections based on Gaussian
assumption.

Error Number of wrong Expected number of
rate watermark detected false detection

5× 10−3 525 500

10−3 99 100

5× 10−4 55 50

10−4 12 10

8× 10−5 10 8

5× 10−5 7 5

3× 10−5 3 3

10−5 1 1

based on the Gaussian assumption. Table 1 verifies the
suitability of our analysis. By following this trend, we
expect that the false positive analysis will work when a
higher threshold value (with lower false positive rate)
is set.

6. Conclusion

We presented an integrated approach to image com-
pression and watermarking in this paper. EBCOT,
which is the basis of JPEG-2000 VM, provides various
features for different applications and the proposed wa-
termarking method can be coupled with EBCOT to pro-
vide a way to assert copyright information for JPEG-
2000 compressed images. The watermark sequence is
embedded on significant wavelet coefficients so that it
is robust against general signal processing attacks. The
detection process does not resort to the help from the
original image. Progressive watermark detection can
be supported so that the watermark retrieval process can
be done faster. ROI watermarking can also be achieved
easily under the same framework. One may view this
integrated scheme as a base-line watermarking scheme
for copyright protection. Other variants can be easily
derived based on this basic scheme. Future work will be
to build an anti-geometric watermarking scheme upon
this basic scheme to make the watermarking system
more robust.
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