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Error-Resilient Coding of 3-D Graphic Models via
Adaptive Mesh Segmentation
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Abstract—Current coding techniques for 3-D graphic models distortion while maximizing the degree of data reduction. To
mainly focus on coding efficiency, which makes them extremely represent a 3-D graphic model, two types of data are used,
sensitive to channel errors due to the irregular mesh structure. In i.e., topological data and attribute data. Topological data
this paper, we introduce a new approach for error-resilient coding " L - ) .
of arbitrary 3-D graphic models by extending the error-free sp(_emfy the connepuwty information among ve_rtlces _(e.g., the
constructive traversal compression scheme proposed by Li and adjacency of vertices, edges and faces) while attribute data
Kuo. A 3-D mesh of an arbitrary structure is partitioned into  describe the position, the surface normal, the color and other
pieces of a smaller uniform size with joint boundaries. The size of application-specific information of each vertex. In this paper,
a piece is determined adaptively based on the channel error rate. we will study error-resilient coding of manifold polygonal
The topology and geometry information of each joint boundary . -, : . . T
and each piece of a connected component is coded independently.mOde_IS with only the posmon at_tnbute mforr_natlor_]. Slmllqr
The coded topology and first several important bit-planes of t€chniques can be applied for coding other attribute information
the joint-boundary data are protected against channel errors in more complicated models.
by using the Bose-Chaudhuri-Hocquenghem error-correcting  Several high-performance 3-D mesh coding methods have
code. At the decoder, each piece is decoded and checked fofygoap, proposed recently, for example, [1]-[18]. Taubiral.

channel errors. The decoded joint-boundary information is used 51 131 devel d lqorith led t lodical
to perform data recovery and error concealment on the corrupted [2], [3] developed an algorithm called topological surgery

piece data. All decoded pieces are combined together according(TS), in which the connectivity of a manifold triangular mesh
to their configuration to reconstruct all connected components of is encoded without any loss of information. In the TS scheme,

the complete 3-D model. Our experiments demonstrate that the yertices are organized as a spanning tree, and triangles as a
proposed approach has excellent error resiliency at a reasonable gim e nolygon. Vertex positions are first quantized and then
bit-rate overhead. The techniques is also capable of incrementally . : o
rendering one connected component of the 3-D model at a time. predicted as a linear comb|nat|0n of ancestors alpng the vertex
tree, and residues are finally entropy encoded. Li and Kuo [4],
[5] developed a constructive traversal method, which traverses
the dual graph topology of the original mesh from a randomly
chosen seed to encode the connectivity information. The
geometry information is encoded by successive quantization.
. INTRODUCTION Portions of Taubin’s TS scheme [2], [3] and Li and Kuo’s

HREE-dimensional (3-D) graphic models have gainernstructive traversal scheme [4], [5] have been incorporated in
T more attention these days due to the fast growth of tMPEG-4. Gumhold and Strasser [7] proposed a scheme for real
computer hardware processing ability and the developméife encoding of the topology information of triangle meshes,
of multimedia compression techniques. Applications of 3-BY applying a breadth-first traversal and then encoding the
graphics are booming in computer animation, special effe@grresponding building operations. Rossignac [8] introduced
in movies, studio graphics design and 3-D video games. 3 e(_jgebreaker algorithm to enqode the topology information
these applications, a general 3-D object is often represenfdtriangle meshes. This algorithm uses a half-edge data
by triangular and/or polygonal meshes. The resulting meshdgucture, and simply traverses the mesh from one triangle to a
usually have complex structure and thousands or even milligh@ighboring one, recording the history and encoding the history
of vertices and triangles, which make them difficult to handi@formation. The schemes proposed in [7] and [8] both use
in storage, display, editing and network transmission. To soltke breadth-first traversal method and achieve good results for
this problem, 3-D meshes should be compressed with tolerapfdnPressing triangle meshes. Most methods currently available

for geometry compression require a manifold connectivity.
Gueziect al.[9] developed a method to compress nonmanifold
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Fig. 1. Block diagram of the encoder for a 3-D graphic model.

data can quickly propagate due to the irregular grid structure
and the use of the entropy coder. This affects the decoding of
the subsequent connectivity information and causes a severe
damage to the decoded mesh structure. Little research has been
done in the error-resilient coding of 3-D graphic models before.
An error-resilient component-based data partitioning scheme
(CODAP) for the TS-based coding technique was proposed?2)
in MPEG-4 [20], [21]. Several mesh segmentation schemes
[22]-[24] for error-resilient coding of 3-D graphic models were
studied based on Li and Kuo’s constructive traversal coding
technique [4], [5].

In this paper, we propose a new and efficient error-resilient
scheme for the coding of arbitrary 3-D graphic models. This
scheme also allows incremental rendering, with a reasonable
bit-rate overhead. The block diagram of the proposed encoder
is shown in Fig. 1. The basic idea of the proposed scheme can
be stated as follows.

nected component is represented by the “joint boundary,”
which contains the information of common vertices and
links. After mesh segmentation, there are four different
types of data to be encoded for each connected compo-
nent: the joint-boundary topology, the joint-boundary ge-
ometry, the piece topology, and the piece geometry.

A coding scheme is developed to encode the joint
boundary and piece data of each connected component.
The joint-boundary topology is efficiently coded by
using the starting vertex id and the traversal direction.
The joint-boundary geometry is encoded by using pre-
diction and successive quantization. The piece topology
is coded by using the constructive traversal method
while the piece geometry is coded by using prediction
and successive guantization. Since the joint-boundary
topology and geometry information is necessary to stitch
pieces back to obtain the original mesh in the presence of
errors, it is protected by using the BCH error-correcting
code. The bit-rate overhead introduced by BCH is very
small as the joint boundary is only a small fraction of the
total mesh data.

1) A 3-D graphic model is first partitioned in its connected
components. An adaptive mesh segmentation algorithm,
called the multi-seed traversal algorithm, is then used to

partition the mesh structure of each connected compo-3)
nent into a set of smaller pieces and their joint bound-
aries. Pieces are subsets of the original mesh structure
of each connected component, and every piece contains
some patrtial topology and geometry information of the
original mesh. The pieces can be either simply or multiply
connected, depending on the original mesh structure. The
number of vertices in each piece is determined adaptively
according to the target channel bit error rates (BER). The
relationship between two neighboring pieces of a con-

Appropriate headers and certain resynchronization words
are inserted in coded joint boundaries and pieces of each
connected component. Then, they are packed in indepen-
dent units (called a segment) for transmission. This proce-
dure is repeated to sequentially code each connected com-
ponent of a 3-D graphic model. In order to achieve incre-
mental rendering, data of each connected component are
sent independently. Furthermore, data of all joint bound-
aries of a connected component are transmitted first, fol-
lowed by data of all its pieces layer by layer.



862 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 11, NO. 7, JULY 2001

Frotacted joint

boundary topology
Ervoded Header and Protected joint
bitotracm =) |Resynchronization boundary geameiry
word Removal
Encoded piece tapology
Encoded piece gaometry
Frotacied joint Correct _joint
batmdary topalogy Decoding + boundary tapology
I Error Correction l
Frotacted joint Carrect joint
boundary geameiry baundary geometry
Encoded piece topoiogy Recoversd piece topology

3 Decoding - Error Detection and

) Error Concealment )
Encoded piece geometry Recovered piece geomeiry
A

assisted

Correct anchor-vertices
and anchor-links

Recovered pieces

Piecewise
- i - Reconstructed Mesh
Reconstruction

Correct anchor-vertices
and anchor-links

Fig. 2. Block diagram for the decoder of a 3-D graphic model.

At the decoder, four types of data of a connected compone
are extracted from the coded bit stream in a sequential ordt
the coded joint-boundary topology, the coded joint-boundar
geometry, the coded piece topology, and the coded piece gea
etry. Since the joint-boundary data have been protected agail
channel errors, the topology and geometry information of ar
chor-vertices and anchor-links is mostly decoded correctly, ar
used in data recovery and error concealment during the decodi
of piece-topology and piece-geometry data. All successfully di
coded pieces are combined together by using a piecewise rec
struction procedure to form the connected component. Finall |
all decoded connected components are assembled to reconst /
the target 3-D graphic model. The proposed error-resilient 3-
mesh decoding system is shown in Fig. 2. The model can thus
incrementally rendered, as the decoding procedure can start
soon as coded data of the first connected component is receiv
Although we have developed our scheme under the framewa )
of Li and Kuo’s dual-mesh coding technique [4], [5], the basic Piece I
error-resilient idea should be extensible to other 3-D compre
sion schemes as well (with proper modifications to tailor to thei
specific implementations). ‘

Similar to CODAP [20], [21], our scheme partitions a
3-D mesh into pieces and joint boundaries, and packs the k. 3. lllustration of the multiseed traversal scheme by using two starting
stream in independent data units called segments. Very sn§&fids X and Y, where pieces | and Il as the resulting pieces and joint-boundary

smoothing is illustrated via vertices A, B, C.
connected components are also grouped together to reduce
overhead bits. However, our proposed scheme is more error
resilient than CODAP, because we employ data recovery angbted pieces by using the joint-boundary information without
error concealment at the decoder, which is not presentiitiroducing a significant bit-rate overhead. In fact, data re-
CODAP. Any piece corrupted by the channel error is simplgovery and error-concealment schemes in piece data have been
discarded in CODAP, whereas we are able to recover many corade possible due to careful coding of joint-boundary data.
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..

Fig. 4. Pieces of the Dinosaur model obtained by using the multiseed traversal algorithm.

Joint-boundary vertices and links are called “anchor-verticesbmplete polygon set of the connected component (or the orig-

and “anchor-links,” respectively, since they form a skeleton inal model). We represent the original 3-D polygonal mégh

the 3-D space used for data recovery and error concealmenbynusing setV” of all vertices (geometry position and vertex

corrupted pieces. index) and setP of all polygons (indices of vertices) of the
This paper is organized as follows. The adaptive mesh segesh. We divide mesh/ into N piecesM;, Mo, ..., My,

mentation scheme is presented in Section Il. The detailed evhere M; is characterized by; and F;, as discussed below.

coding system is discussed in Section Ill. In Section IV, weere, the union o¥; (or F;) is equal toV (or P).

focus on the decoding scheme with error detection, data reMultiseed Traversal Algorithm:Conceptually, this algo-

covery, and error concealment. Section V describes the piedéim is similar to simultaneously burning fires from all starting

wise-reconstruction scheme. Experimental results are showrs@eds, which would grow uniformly toward their respective

Section VI and conclusions are given in Section VII. neighborhood until all polygons and vertices of the whole mesh
are burnt. Each traversed region is called a piece. To divide a
II. ADAPTIVE MESH SEGMENTATION connected component infg pieces/V vertices are first chosen

The tonoloav structure of a 3-D araphic model may contads starting seeds. Polygons associated with each Beede
pology grap y found by using Li and Kuo’s constructive traversal scheme [4],

more than one connected components of different sizes. | . .
- . . and stored in the corresponding polygon skt For each
often necessary to partition large components into several pie . .
ygon setP;, vertices on the contour of all its polygons are

o e 0
for k_)etter error rgsmency. Many mesh partitioning schemes aglored in the corresponding vertex &gt For all vertices in the
available in the literature, including a software package devel- . . .
oped by Karypis and Kumar [25]. In this work, we use an adav?rtex set, Fhew associated polygons, which have not alrgady
. . ' . 108 een stored in any polygon set, are then found and stored in the
tive mesh segmentation scheme to extract pieces by consudermgr ! : . :
. . o . corresponding polygon sét. This procedure is repeated until
both coding efficiency and error resiliency. It consists of threeI
. ] : : L . all polygons of the connected component have been stored. The
major modules: the piece-size determination, the piece eXtr?é:éultingN polygon sets and their associated vertices fo¥m
tion and the joint-boundary construction. ; . : : .
pieces. Fig. 3 illustrates the multiseed traversal scheme by using
two starting seeds “X” and “Y.” First, seed “X" traverses all
] i ) o polygons marked by “a,” and seed “Y” traverses all polygons
We adaptively determine the piece size in terms of the nUmk@kked by “1.” Vertices lying on the contour obtained from
of vertices based on target BER. Generally speaking, when §i&.ds X and Y are represented ™ to “ag” and “1,” to
BER |S hlgh(OI’ IOW), the p|ece S|Ze ShOU|d be Sma”el’ (Or Iargel")14"’ respectlvely Polygons belonglng to Vertlceﬁ“ to “ CLG”
The piece size is chosen in power of 2, i.e., 32, 64, 128, etc. Th&d vertices 1,” to “ 1,” are then traversed and represented by
minimum size is set to 32 to avoid a very high overhead. TQphabet) and numeral, respectively. This process continues
achieve good error resiliency, the piece size is chosen to allgi all polygons are traversed. Two pieces are thus formed.
only 1 bit error in coded topology data of ten or more pieces. In seed SelectionThe selection of starting seeds is critical
Li and Kuo's coding scheme [4], [5], the coding of topology datg the multiseed traversal algorithm. If two seeds are selected
of an arbitrary 3-D mesh requires an average of 2 bits/vertgyo close to each other, their associated pieces could be much
Therefore, there would be 1 bit error fgr every 500 vertices ofginaller than others. This will degrade coding efficiency due to a
coded mesh statistically ata BERT . For the piece size of pigher bit-rate overhead resulting from a poor data partitioning
Please note that this is a very conservative estimate. In fact, a4 at a time and each new seed is chosen to be the vertex
encoded topology bit stream of each piece can tolerate mQygn the farthest distance from the set of seeds that are already
than one bit errors, provided they are properly distributed, 8fosen. Fig. 4 shows four nearly uniform-sized pieces of the
discussed later in Section IV-C. Dinosaur model obtained with this scheme.
Correction of Irregular Structure: Some pieces generated by
the above algorithm may have an irregular structure. A piece is
Pieces are extracted exclusively, i.e., no two pieces share #ssumed to have an irregular structure when its three or more

same polygon. The union of polygons of all pieces form theoundary links are connected to one vertex. In Fig. 5(a), seven

A. Determination of Piece Size

B. Piece Extraction
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/W only knowing the topology and geometry information of all
/1 1/ ) pieces. The importance of joint boundaries lies in that they
- — /1 / can correct erroneous decoding of data in each piece when
\1%\ L there are errors in the corresponding bit stream. The coding
< /2 2 ™.  of joint-boundary information, however, contributes to the
<\ - bit-rate overhead. To lower the overhead, we ussimple
@ smoothing schemewhich reduces the number of vertices
at the joint boundary, while keeping the mesh segmentation
result nearly the same. In this scheme, if two nonconsecutive
anchor-vertices on the joint boundary also have a direct link
which lies inside a piece, this link can be used to substitute
the sequence of links between these two anchor-vertices along
the joint boundary. For example, the original joint boundary in
Fig. 3 has anchor-links (A, B) and (B, C). Since there is also a
direct link (A, C) between anchor-vertices A and C in Piece II,

® we substitute anchor-links (A, B) and (B, C) by link (A, C) and

Fig.5. lllustration of the irregular piece structure and its correction proceduighift polygon (A, B, C) from Piece Il to Piece I.
(a) irregular structure and (b) pieces after correction.

I1l. ERRORRESILIENT ENCODING SCHEME

polygons connected to vertex “A” have been divided in three As shown in Fig. 1, four types of data (i.e., the joint boundary

pieces; namely, 1, 2, and 3. These polygons are ordered in a - .
clockwise manner and identified by their piece ID. Here, Piec%1 pology, the joint boundary geometry, the piece topology and

“1” has an irregular structure because its four boundary linka® Plece geomedry, in that order) are encoded separately. The

e ._same joint boundary and piece coding schemes are used for
are connected to vertex “A.” Ideally, polygons of the same piece . ; .
. wqm Simply, as well as multiply, connected pieces. Gueeteal. [9]

should appear continuously. However, the fourth “1” is not con- . . .
tinuous, and it should be reassigned to Piece “2,” as shownp|F1(mC)s.ed an eff|C|e_nt method to encoide the joint bou'ndary'm-
Fig. 5(b). Fig. 6 shows pieces of the Dinosaur model before afqo mation by applying run-length coding to consecutive pairs
X -~ Q fboundary edges and using the order of traversal of vertices

after irregular-structure removal. Sometimes, the last pieceto etermine vertex indices. which are usually costly to encode
a connected component may consist of several nonconne Peg . - SUatly Y )
(i qur scheme, vertices and links on the joint boundary are used

small parts. In such a case, only the biggest partis retained as L :
. . . .10 detect and conceal errors occurring in related pieces. In other
last piece, and all other parts are assigned to appropriate ple(\%\/eésrds our ioint boundary coding method is develoned to su
This procedure also avoids the creation of holes in some pieces, ™’ join y 9 . P P
) . port error resiliency. The BCH error-correcting code is used to
during segmentation.

The multiseed traversal algorithm, along with seed SelectiE‘)unrther protect joint boundary data against channel errors. There

. : X |5 no protection on coded piece data. The encoding system is de-
and irregular structure removal, allows pieces to grow uniform

around their associated starting seeds. As a result, the num Ce”rbed below.

of vertices on boundary is only a small fraction of the piece sizg\.
For example, we get an average of 7 and 10 joint-boundary ver-
tices for a piece size of 32 and 64, respectively, for the DinosaurVe use the following structure to code the joint boundary
model. Pieces obtained by using this scheme can be simply{@p0logy:

multiply connected, depending on the original mesh structure of
[PIECE ID 1][STARTING VERTEX ID 1]

the connected component.
[TRAVERSE DIRECTION 1] [PIECE ID 2]

C. Joint-Boundary Construction [STARTING VERTEX ID 2][TRAVERSE DIRECTION 2]
Two adjacent pieces share a number of vertices and links ofCURVE OPEN/CLOSED]
their joint boundary. Sometimes, there may be more than one
joint boundary between two adjacent pieces. We do not allowIn the above, [PIECE ID 1] and [PIECE ID 2] specify the two
any polygon in the joint boundary. Special care has been takemirces connected by the current joint boundary. Each PIECE ID
mesh segmentation to make sure that the joint boundary doesiaaepresented by either one or two bytes. We reserve the first
contain any nonconnected vertex. As a result, the joint boundduiyto indicate this information. If the first bit is 0, the PIECE ID
is composed of vertices that are linked one by one to formoacupies 1 byte, and the maximum number of pieces that can be
3-D curve. The curve is closed if the last vertex is connected tepresented i8” = 128. This is enough for most 3-D graphic
the first vertex. A hole inside a multiply connected piece is nobodels. If the first bit is 1, the PIECE ID is represented with 2
considered a part of the joint boundary unless it is also shafegtes. The maximum number of pieces allowed is thus enlarged
by other adjacent piece. to 2!% = 32768. This is used for extremely complicated models
Joint boundaries are used to stitch different pieces togeth&hich have millions of vertices and polygons.
In an error-free environment, the original mesh can be suc-[STARTING VERTEX ID 1] and [STARTING VERTEX ID
cessfully constructed without joint-boundary information by] specify the corresponding index of the first stitching vertex

Encoding of Joint Boundary Topology
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(@) (b)

Fig. 6. Two pieces of the Dinosaur model before and after irregular structure correction. (a) Irregular structure. (b) Corrected structure.
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Fig. 7. lllustration of the coding of joint boundary data, where the relationship between the polygon normal and the traverse direction is also shown.

in these two pieces. Both starting vertices in fact represent theundary vertex can traverse the piece in two directions,
same vertex in the original model. However, they may have dilepending on its associated polygon normal. [TRAVERSE
ferentindices in these two adjacent pieces. The number of bitfXlRECTION] thus needs 1 bit to indicate the direction of
represent [STARTING VERTEX ID] is determined by the piecéraversal. Consider the case that a polygon normal points from
size, which is related to the BER. Our experiments reveal ththe center of the polygon toward our eyes as shown in Fig. 7.
the actual piece size deviates from its target value but never &ken, if the direction of its links is in the clockwise order, it is
ceeds twice of its value. Thus, we need 6 (or 10) bits to repressat to 1. Otherwise, it is set to 0. [CURVE OPEN/CLOSED] is
the [STARTING VERTEX ID], when target piece size is 32 (orepresented by 1 bit. Other necessary information, such as the
512). number of vertices in the joint boundary, is added during data
[TRAVERSE DIRECTION 1] and [TRAVERSE DIREC- partitioning, which is discussed later in Section IlI-E.

TION 2] specify the direction to traverse boundary links in Let us use an example to illustrate the scheme described
each piece in order to stitch remaining vertices one by orehove. As shown in Fig. 7, two pieces—5 and 8—are connected
according to the decoded geometry data of joint boundaby the joint boundary. The index of the starting vertex is 26
A boundary vertex in a piece has two boundary links. Ea@nd 32 in pieces 5 and 8, respectively. The traversing direction
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in piece 5 is from vertex 26 to vertex 12 (i.e., counter-clock-
wise) with direction bit set to 0. The traversing direction in
piece 8 is from vertex 32 to vertex 47 (i.e., clockwise) with
direction bit set to 1. By using 1 byte to represent [PIECE
ID] and 6 bits to represent the [STARTING VERTEX ID],
we have the following fixed length representation of the joint
boundary in binary format: [PIECE 5][STARTING VERTEX
26][COUNTER CLOCKWISE][PIECE 8] [STARTING
VERTEX 32][CLOCKWISE][CURVE OPEN]. In this ex-
ample, it is 00000101 011010 0 00001 000 100 @01 (31
bits in total).

The coded data are protected against channel errors by using
the BCH (63, 51, 5) code, which can correct up to two bit errors
in a 63-bit block [26], [27]. The number of actual message bits
in a block is 51. Since the information of the joint boundary
topology is only a very small fraction of the total mesh data,
the bit-rate overhead due to the BCH code is very small. Thus,
an even stronger error-protection scheme, such as BCH(63,
45, 5), can also be used without introducing much overhead. It
is confirmed by extensive experimental results that the above
fixed length representation of the joint boundary topology can

uniquely and correctly stitch two adjacent pieces together. (b)
Fig. 8. (a) Vertex prediction rule for the coding of joint boundary geometry
B. Encoding of Joint Boundary Geometry data. (b) Constructive traversal of a mesh from single n¥de

To encode the joint boundary geometry, we adopt a technique
that is similar to the coding of the geometry of pieces to gases for the end node. If the end node is traversed for the first
discussed later in Section IlI-D. In this technique, successitigne, the corresponding link is called tieanchand the end
quantization and entropy coding are applied to vertex predigode is pushed to the queue of the next level. However, if the
tion residuals. Since joint boundaries are composed of only verd node has been traversed before, the corresponding link is
tices and links, we consider a simple yet efficient vertex predicalled themergerand the end node is marked. This end node is
tion scheme to compute the vertex residue. The joint bound&gt pushed into the queue. Throughout the traversal, each link
shown in Fig. 8(a) is composed by vertices 1, 2, 3, 4, 5, and linigvVisited once and only once. The traversal continues until all
(1, 2), (2, 3), (3, 4), (4, 5), etc. The position of vertex 1 is codgapdes and links are exhausted. Each link visited during traversal
with its actual coordinates. Predicted positions of vertices 2, @n be a branch or a merger depending on the type of its end
and 4 are denoted by points§ 2’ and 4, respectively. In this ex- nodes. The valence of the end node of each branch is recorded.
ample, 2 is the same as vertex 1,i8 the mirror point of vertex For a merger, the index id of the end node and the position of
1 with respect to vertex 2, and & the mirror point of vertex 2 the link is required. Both of them are efficiently represented
with respect to vertex 3, etc. by exploiting the neighboring topology. The symbols are then

Each quantized bit-plane contributes to the final position éhcoded by an adaptive binary arithmetic coder.
vertices. Since only the first several bit-planes play a more im-Fig. 8(b) shows the traversal of the mesh growing from the
portant role in the vertex position, we apply the BCH(63, 51, 5jngle nodeV;; up to the fourth level, where each nodg; of
code only to the most significant three bit-planes to protect thefte graph is labeled by two subscripts. Thatiiserves as the
against channel errors while encoding the remaining bit-plariésel index while; is the order index in the queue of that level.
directly. Again, the bit-rate overhead due to the use of BCHor this example, all links traversed in the first and second levels

codes is very small. are branches. LinkENz3, Nuy}, {V3g, Nag} and{Nzg, N1}
denoted by dashed lines are mergers at the third level.

C. Encoding of Piece Topology

The topology of each piece is coded by using the constructige Encoding of Piece Geometry

traversal method [4], [5]. With this method, the mesh is traversedThe geometry data of each piece are encoded via three steps:
level by level. Each level has a queue of nodes, which is initiallgcal vertex position prediction, successive quantization, and
empty and filled by the traversal process of the previous levehntropy coding [4], [5]. Usually, strong local correlation exists
The queue of the first level consists of a single node randontigtween positions of adjacent vertices. Vertices are usually ar-
chosen from the mesh. At each level, one node is popped ataged in a certain order so that the local relationship among
time from the queue. Then, each unvisited link of the node vertices can be described and exploited more efficiently. The
traversed one by one in clockwise or counterclockwise ord&ertex data prediction procedure predicts the current vertex po-
For each such link, the first node is called the start node wheresition locally based on neighboring vertices and generates a se-
the other node is called the end node. There are two differentence of prediction residues as a result. This prediction process
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is causal. With this method, the decoder can decode data cmd links of the joint boundary. After decoding data of the cur-
rectly in an error-free environment. Then, a successive quamgnt connected component, the other connected components are
zation scheme is applied to prediction residues. It adopts a decoded one by one by following the same procedure. A de-
quence of gradually refined quantization steps instead of a sintdéded description of the decoding system is given below.
quantization step. The quantization step size is refined so that

coefficients are approximated by an increasing precision. Far Decoding of Joint-Boundary Topology

each quantization, a binary output is produced for each coeffi--l-he topology of a joint boundary is encoded by using the

cient to record the quantization result. All symbols generatcﬁqed length representation. As discussed in Section IlI-A, for a

by using the same quantization step are then grouped toge bhic model of a moderate size at BERI6f 2, the length of
to form a bit-plane in this level. This embedded coding sche Sded joint-boundary topology data is offy(8 + 6+ 1) + 1 =

can encode a mesh with a progressive resolution which meg{S s *Fonyard error correction will add several more bits

any Spedﬁ? bit bgdget eas_ily. Atthe final step,_an_entropy COdFJ it. Due to error protection, the joint boundary topology can
(i.e., thg arithmetic c_oder) is gsed to encode bits in the blt-pIaBS decoded free of error in most cases. The decoded topology
according to a certain scanning order. data shall provide us sufficient information about the two adja-

o cent pieces, such as starting vertices and traversal directions for
E. Data Partitioning stitching them together.

We have used a data-partitioning technique for joint boundary ) _
and piece data to limit the error-propagation effect to the currdt Decoding of Joint-Boundary Geometry
encoded unit only. In our design, the encoded topology data ofThe geometry of the joint boundary has been encoded by
all joint boundaries of a connected component are packed t®ing a linear vertex prediction and by applying successive
gether. This helps in arranging the data in suitable length bloalgantization and entropy coding to the prediction residual.
(51 message bits per block) for applying the BCH(63, 51, $)ompared with the number of vertices in two adjacent pieces,
code. Each unit is preceded by headers that identify the joihe number of vertices in the joint boundary is only 10% to
boundary sequence number in the connected component andPi®. Due to the use of error-correction codes, the first three
number of coded bits and vertices in each joint boundary alob@-planes of geometry data can be decoded free of error in
with other necessary information. The encoded geometry datast cases. Since the position of joint boundary vertices can be
of all joint boundaries of the connected component are packeslighly located by using the first three bit-plane values, errors
in the same fashion and suitable headers are applied. Each typghe remaining bit-planes do not have much impact on the
of data is preceded by a unique 2-byte resynch word. final positions of these vertices, and cracks can be avoided. We

The coded topology or geometry data of each piece in a careat these vertices and links in the joint boundary as fixed in
nected component is treated as an independent coded unit (ir&,3-D space, and use them as anchor vertices and anchor links
a segment). Each segment has its own 2-byte resynchronizaiipthe subsequent decoding of the piece topology and the piece
word and header. The header information contains importagometry for error recovery and concealment, respectively.
segment parameters such as the segment length, the piece se-
quence number, the number of coded vertices, etc. The resyazhDecoding of Piece Topology and Data Recovery
word, the header, and thg encode(_JI data of each segmenttogethﬂ]e topology of each piece has been encoded by using the
are always made byte-aligned. It is assumed that the channel is :

: . constructive traversal scheme and the entropy coder. The con-
binary symmetric and the header and resynch words are frs"?reuctive traversal scheme generates a sequence of symbols of
of channel error. In a binary symmetric channel, an error in a A
segment of bit stream causes reversal of one bit. The resyr?c%nChandmzrger Each of these Eymde s critical in thehde—
word and the header help in distinguishing a segment from otgCo Ing procedure to reconstruct the topology. However, the en-
segments and identifying segments that have been corrupte
channel errors.

Fgr y coder is very sensitive to errors, and even one bit error may
corrupt several branch or merger symbols and their property in-
formation, such as the vertex valence information for a branch,
the vertex index information for a merger, etc. This would result
in holes, broken links or unconnected vertices in the decoded
mesh. Error detection and concealment is thus necessary to cor-
As shown in Fig. 2, the four types of data of each connecteectly reconstruct the corrupted mesh.
component (i.e., the coded joint boundary topology, coded joint1) Error Detection: The presence of errors in the bit stream
boundary geometry, coded piece topology, and coded piece gepiece topology can be easily detected by using the following
ometry, in order) are extracted from the coded bit stream. Ttieee criteria: 1) broken links or unconnected vertices are found;
joint boundary topology and geometry data of each connectgpanchor links do not match with the corresponding links in the
component are decoded first. Note that BCH(63, 51, 5) can decoded mesh; and 3) the number of vertices in the decoded
most always correct channel errors for BER ugte 1073, mesh does not match with that stored in the corresponding seg-
Coded data of some pieces might be corrupted by channelmient header. If none of the above three situations occur, the
rors, since they are not well protected against channel errqugece is treated as error free.
Techniques of error detection, recovery, and concealment aréyWe have observed that an error in the encoded bit stream al-
however, applicable by using the information of anchor verticesost always results in a mismatch between anchor links and

IV. ERRORRESILIENT DECODING SCHEME
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Fig. 9. Error-detection and recovery procedure for the decoding of the: (a) piece-topology bit stream and (b) piece-geometry bit stream.

their corresponding links in the decoded mesh, due to the fol-2) Data Recovery:During decoding of the coded
lowing reason. In our mesh segmentation scheme, the startpigce-topology bit stream, anchor vertices are decoded
seed is normally located close to the center of the piece, whighe by one. Between the decoding of two anchor-vertices, their
is usually far from its joint boundaries. As a result, vertices omssociated intermediate vertices are also decoded. In Fig. 9(a),
joint boundaries are normally traversed later than intermediatechor-vertices are denoted Vi, AV,, ..., and AVy,
vertices. Here, the terintermediaterepresents all the verticesrespectively, according to their decoding orderd¥f;, AV, up
of a piece other than anchor vertices. Therefore, errors in tteevertexAV; are decoded correctly and a mismatch is detected
encoded bit stream would propagate with traversal and the dtethe anchor link associated with vertei¥;,;, we know that
coding procedure should easily find errors in anchor verticesome error has occurred in the portion of the bit stream, which
This type of error appears in the form of anchor-link mismatchies between the decoding ofV; and AV,,,. Data recovery

To more clearly explain the anchor-link mismatch, let us comran be achieved by flipping bits in this portion one at a time,
sider the relationship between a piece and its joint boundary. Téwed repeating the decoding process frdi; to AV, 1 until
geometry information of each anchor vertex is coded three timse get the correct anchor-link information fa;. After this,
during the encoding procedure, i.e., once in the joint boundame can proceed with the decoding process from the next anchor
and twice in the two adjacent pieces. During the decoding wértex AV;; onwards.
a piece, if the decoded vertex is identified as an anchor vertex,;The above data recovery scheme is based on the following
then decoded links associated with it in the piece will be conwo assumptions. First, there is only 1 bit error inside the cor-
pared with its anchor links. A mismatch indicates the presenagted portion of the bit stream. The probability of more than
of errors. The following example is helpful in illustrating theone bit error is minimized by adaptively choosing the piece size
above discussion. As shown in Fig. 7, vertex 32 in piece 8iis Section II-A according to target BER. Second, the length of
an anchor vertex. It is connected to anchor vertex 47 by the dhis portion is not too long so that the computation time is rea-
chor link (32, 47). Anchor vertex 47 is also connected to asenable. The size of the corrupted portion is arouf of the
chor vertex 17 by an anchor link (47, 17). Let us assume thgiece-topology bit stream, wheiéis the number of anchor ver-
vertex 47 has been correctly decoded and identified as an tioes that is usually about 10%—20% of the piece size. We have
chor vertex during the decoding of piece 8. All links associatabserved that there is normally one anchor-vertex after every
with it will be compared with anchor links (47, 32) and (474-9 intermediate vertices, in our coding scheme, which corre-
17). If link (47, 17), for example, is found missing in piece 8sponds to about 10-20 bits in the corresponding bit stream por-
we know that some error has occurred and a data recovery gion. If there are two bit errors in a portion of the bit stream of
cedure should be adopted to recover the corrupted data, aspieee topology, successful data recovery requires the flipping of
plained below. Please note that this data recovery proceduratsarbitrary combination of any 2 bits in this portion to explore
not simply adding link (47, 17), which can introduce other deall error possibilities. To avoid the computational overhead, we
fects. simply treat such piece as nondecodable.
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It is clear from the above discussion that the main role tiie probability of a false alarm, we assume that the error is
the joint boundary data is to help identify errors in the codddcated in the bit stream portion lying between decoding of
piece-topology data. The error is corrected by flipping bits idV; 4 and AV;. Thus, the probability that the error location
the corrupted portion. As long as the encoding and decodiiggoutside this portion is reduced to 1/16. Similar to the error
algorithms for the individual piece work well on both simplyrecovery discussed before, error concealment of the piece
and multiply connected cases, error-detection and -correctigpometry is achieved by flipping bits one by one in the located
schemes will also work well. This is also true for the codelit stream portion.
piece-geometry data to be discussed below. We have observed that 1 bit error in each portion of a bit plane

of the piece-geometry data can be corrected most of the time. No
D. Decoding of Piece Geometry and Error Concealment  error concealment is attempted when there are more than one bit

The geometry of each piece is encoded by applying succ€&or in our current scheme.
sive quantization and entropy coding to the prediction residue.
If we use 20 bit-planes, the average number of bits per vertex V. PIECEWISE RECONSTRUCTION

for geometry data is 20, which is much larger than the average 2p¢or the decoding procedure, most or all pieces can be

bits per vertex for topology data. As aresult, errors would 0CCYEcoded successfully. The topology of each successfully de-
more often in the coded geometry bit stream as compared t0 th@ie piece is free of error. The geometry of some successfully
topology bit stream at the same BER. However, the effect of @ qged pieces may, however, be distorted, depending on the
error in geometry data is not as critical as that in topology daig,annel BER. We stitch all recovered adjacent pieces to form

1) Error Detection: In most cases, errors in the coded bifhe mesh structure of the connected components by using
stream of piece geometry can be detected by using the followigg.nor vertices and anchor links, as discussed below.

two criteria. First, nonzero bits are left in the coded bit stream, .
. . . . 1) Collect all successfully decoded pieces of a connected
after decoding of the required number of vertices, as specified S
component, and record their piece sequence number.

in the corresponding segment header. Second, the positions o£) Collect all joint boundaries. Based on the joint boundary
anchor vertices in joint boundaries do not match with the corre- information. mark each piéce that has a joint boundary

sponding vertices in the decoded mesh. with other pieces.

Errors in several most significant bit planes will have more . .
. . . L 3) Put unmarked pieces, which represent small connected
impact than those in the remaining less significant ones. Fur- . . .
components, in the final mesh directly.

thermore, a bit error introduced in a bit- plane will corrupt all - : . :
: . . 4) For each joint boundary, look for its two adjacent pieces.
subsequent codewords in that bit plane. The decoding of the .
If only one of them is successfully decoded, no further

first (or the second, the third) bit plane of a coded bit stream L . .
: ) S . action is needed. If both are available, search each piece
of the piece geometry is shown in Fig. 9(b). In each bit plane, ) : L
i . to find the starting stitching vertex, and traverse along
anchor vertices are sequentially decoded one by one. The asso- . L2 . A .
the traversing direction to stitch vertices one by one. It is

ciated intermediate vertices lying between these two successive ossible that the position of an anchor vertex has different
anchor vertices are also simultaneously decoded. A decoded bit P b - .
decoded values in the joint boundary and two adjacent

“1” indicates that the residue of the current vertex is higher than . . S

the threshold of the current bit-plane. In the decoding proce- pieces due to uncorrected channel errors in less significant
dure, the decoded value of an anchor. vertex is compared with bit-planes (other than the first three most significant bit-
the threshold for the current bit-plane and the actual value of E?Sf;;'&f this occurs, use anchor vertex value in the joint

.the corrgspondmg e}nghor vertex. Errors can be easily detecteqj) Repeat Step 4 until all joint boundaries are explored. Put
if there is a contradiction. For example, let us assume that an- . . . .

P all stitched pieces in the final mesh. The connected com-
chor vertexAV; in Fig. 9(b) has a value 1.5, and the threshold .

. . . . ponent is thus formed.
for the current bit-plane is 1.2. If the decoded bit for this vertex .
s i - : . 6) Combine all connected components to reconstruct the
is “1,” there is no contradiction. Otherwise, the data contain er- .
rors 3-D graphic model.

2) Error Concealment:We adopt an error-concealment
scheme only for the first 3 bit-planes of piece geometry, because
errors in the remaining bit-planes will only marginally distort We applied the proposed error-resilient coding scheme to 12
the final decoded mesh. If decoded results of an anchor vertest models at different random and burst BERs. Burst errors
AVy, AV,, until AV;_; in Fig. 9(b) have no contradiction have been generated by using the 2-state Markov model as done
between their actual value and the threshold but there existei dMPEG-4. We have assumed a bit-rate of 32 kbits/s and the
contradiction for anchor vertetV;, an error is detected to lie burst BER is 0.5. The transmission channel was assumed to be
before AV;. Note that this is different from the data recoverpinary symmetric, and there was no loss of an entire packet as
procedure used to correct errors in the piece topology, wheresamchronization words and headers are free of errors.
error was claimed to be in the bit stream portion lying between Two original test models “Spock” and “Dinosaur” are given
AV;_1 andAV;. Itis possible that errors in the piece geometrin Fig. 10 while reconstructed models at random BER®f*
occurred before this portion, yet we got a correct decodage shown in Fig. 11. We see from these two figures that recon-
value of AV;_;. Since the decoded bit is either “1” or “0,” thestructed models are almost identical to original ones. Recon-
probability that errors are not in this portion is 1/2. To reducstructed models at a random BERI®f 2 are shown in Fig. 12,

VI. EXPERIMENTAL RESULTS
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Fig. 10. Original graphic models of Spock and Dinosaur.

Fig. 11. Reconstructed graphic models for Spock and Dinosaur with BER eql@t fo

Fig. 12. Reconstructed graphic models for Spock and Dinosaur with BER eqLiatto

which have fair visual quality. Figs. 11 and 12 represent cas@&s increase in BER is due to uncorrected errors in remaining
where the topology and the three most significant bit planeslefs significant bit planes of the piece-geometry data.

all pieces are correctly decoded/recovereded. The deterioratioff the topology of one or more pieces cannot be decoded suc-
in the quality of reconstructed models as shown in Fig. 12 wittessfully, there would be some holes in the reconstructed model.
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Fig. 13. Reconstructed graphic models for Spock and Dinosaur with one piece not decodable for BERléqufaitdnere the arrow points to the missing piece.

Fig. 14. Reconstructed graphic models for Spock and Dinosaur with a distorted piece for BER ddua,tashere the arrow points to the distorted piece.

Fig. 13 shows decoded models when one of their pieces is aod the success rate drops to 83.6%. The success rate drops to
decodable with BER equal tt—2. The hole, pointed to by an zero when the BER is equal t®~2. For this case, there is at
arrow, appears dark in the figure. If the topology of all pieces isast one piece-topology segment that has more than 1-bit un-
decoded correctly while at least one out of the three most siprrectable error each time.
nificant bit planes of a piece is not correctly decoded, the corre-The model success rate described above is highly conserva-
sponding piece is still considered as decodable. But it will restike because the model can still be reconstructed when some
in visible distortion in the reconstructed model. For example, spe&ces are not decodable, as shown in Fig. 13. To evaluate the
the area of the corrupted piece, as shown in Fig. 14 with BERcoding performance more realistically, we adopted another
equal to10~3. measure, i.e., the piece success rate, which is the ratio of the
For a given graphic model ata certain BER, the model successnber of successfully decoded pieces divided by the total
rate is defined a®Vsyceess/ NViotal, Where Nyt is the number number of pieces to be decoded. Experimental results for
of times the experiment is repeated on the graphic model divé graphic models are given in Table I. The experiment was
Nguceess 1S the number of times the whole model is successfullgpeated 500 times for each BER. For the Dinosaur model,
decoded, i.e., all its piece-topology segments are correctly diee piece success rate is 100% for BERLOf®. When BER
coded. In Table I, we show the success rate for five test grapkécl0—*, the number of total pieces to be decoded for all 500
models at different BERs, wheré, .., is 500 for each BER. For experiments is 4000, and the decoding system fails to decode
the Dinosaur model, the success rate is 100% at BERof. only 6 pieces. The piece success rate is therefore 99.9%. When
When the BER isl0—#, the decoding system fails to get theBER is 103, the number of failed pieces is 148 out of 30 000
complete model only six times, and the success rate is 98.8%eces, and the piece success rate is 99.5%. Even when BER
When the BER ig90~3, the number of failures increases to 82is 1072, 72.1% of the pieces can be successfully decoded.
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TABLE |
SUCCESS RATE FOR GRAPHIC MODELS AT
DIFFERENT RANDOM BERS

Bit Error Rate 1x107[1x10° [1x107[1x10°
Target Piece Size 32 32 256 512

Piece Success Rate dinosaur 72.1% | 99.5% | 99.9% | 100.0%
spock 71.3% | 99.1% | 99.4% | 99.8%
opt-hydroplane | 74.0% | 99.6% | 99.7% | 100.0%

opt-horse 68.4% | 95.9% | 98.1% | 99.0%

opt-skull 70.2% | 93.0% | 96.5% | 98.7%

Model Success Rate dinosaur 0% 83.6% | 98.8% | 100%
spock 8.0% | 754% | 93.2% | 97.2%
opt-hydroplane | 0% 76.6% | 96.2% | 100.0%

opt-horse 52% | 85.6% | 97.8% | 99.6%

opt-skull 34% | 824% | 954% | 99.6%

TABLE 1l

SUCCESSRATE FOR GRAPHIC MODELS AT DIFFERENTBERSFOR AN AVERAGE
BURSTLENGTH OF 1 MS

Bit Error Rate Ix 10375 x 107F 1 x 1077
Target piece size 32 64 256
Piece success rate dinosaur 87.7% 98.1% 95.6%

spock 83.4% 93.1% 96.6%
opt-hydroplane | 85.1% 97.9% 94.2%
opt-horse 87.9% 98.5% 95.2%
opt-skull 82.3% 97.3% 93.9%
TABLE Il

SUCCESSRATE FOR GRAPHIC MODELS AT DIFFERENTBERSFOR AN AVERAGE
BURSTLENGTH OF10 MS

Bit Error Rate 1x1073 5% 107 T 1x 1077
Target piece size 32 64 256
Piece success rate dinosaur 90.4% 96.4% 91.8%

spock 88.2% 95.9% 92.4%

opt-hydroplane | 91.2% 93.3% 90.1%

opt-horse 87.6% 95.2% 93.4%

opt-skull 89.8% 91.7% 89.3%

TABLE IV
BIT-RATE OVERHEAD FOR12 TEST MODELS AT DIFFERENTBERS
Bit Error Rate Ix1073[5x107 2% 107 [ 1x 1077 [ 5 x 10
Target Piece Size 32 64 128 256 512

opt-hydroplane.wrl{very big) | 42.1% 31.7% 28.4% 23.6% 22.9%
opt-crocodile. wrl{very big) 43.9% 33.5% 28.8% 24.2% 22.1%

spock.wrl{very big) 42.8% 34.4% 30.0% 28.3% 28.2%
opt-horse.wrl{very big) 40.8% 32.6% 28.7% 26.6% 26.1%
opt-skull.wrl(very big) 14.7% 36.2% 32.1% 30.5% 29.4%
opt-BALLOON.wrl(big) 43.6% 32.3% 27.5% 24.3% 23.0%

opt-BANK . wrl(big) 580% | 46.3% | 4L1% | 309% | 34.3%

opt-street-lamp.wrl(medium) | 44.6% 31.4% 28.3% 24 8%, 25.6%
opt-COW . wrl(medium) 45.4% 35.8% 29.1% 26.4% 25.3%

dinosaur.wrl{medium) 43.7% 36.4% 32.3% 31.1% 29.2%
opt-APPLE.wrl(small) 49.6% 42.1% 38.3% 35.3% 32.9%

opt-eight wri(small) 46.7% | 360% | 200% | 27.2% | 261%

models is given in Table IV. We observe that the bit-rate over-
head normally increases as the size of the graphic model be-
comes smaller and/or BER increases. The bit-rate overhead is
comparable to that of the error-resilient CODAP technique de-
veloped in MPEG-4 [21].

VIl. CONCLUSION

An error-resilient coding system for 3-D graphic models was
presented to exploit the topology and geometry information of
the original mesh. The system can also incrementally render one
connected component of the 3-D graphic model at a time. A
multi-seed mesh traversal scheme was developed to segment a
mesh into a set of smaller and uniform sized pieces. The piece
size is determined according to the channel BER. However,
the scheme still performs well even when the piece size is not
adapted. Inthat case, pieces that are affected by multiple channel
errors at high BERs may not be successfully decoded some-
times. Different pieces are connected via their joint boundaries.
Since joint boundaries form the basis in data recovery of the
piece topology and error concealment of the piece geometry in
the presence of channel errors, an error-resilient coding scheme
of joint boundaries was carefully developed. The probability of
joint boundary data to be hit by channel errors is low because the
coded joint boundary data are only a small fraction of the total
bit stream. Therefore, a higher protection of joint boundary data
against channel errors introduces only a small amount of over-
head.

It was demonstrated that the proposed system can achieve
very good error resiliency in the presence of random and burst
errors, with an overhead comparable to that of CODAP in
MPEG-4. Although the bit-rate overhead due to the coding
of joint boundary data is small, we would like to investigate
techniques to further improve the mesh segmentation algorithm
so that it is adaptive to the shape of the graphic models. In
other words, mesh segmentation can be carried out according
to semantic details of the underlying graphic model. This will
make error recovery and concealment tasks easier.
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