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Multimedia—an integrated and interactive presentation of
speech, audio, video, graphics, and text—has become a ma-
jor driving force behind a multitude of applications. Increas-
ingly, multimedia content is being accessed by a large num-
ber of diverse users and clients at anytime, and from any-
where, across various communication channels such as the
Internet and wireless networks. As mobile cellular and wire-
less LAN networks are evolving to carry multimedia data,
an all-IP-based system akin to the Internet is likely to be
employed due to its cost efficiency, improved reliability, al-
lowance of easy implementation of new services, indepen-
dence of control and transport, and importantly, easy inte-
gration of multiple networks.

However, reliable transmission of multimedia over such
an integrated IP-based network poses many challenges. This
is not just due to the inherently lower transmission rates pro-
vided by these networks as compared with traditional deliv-
ery networks (e.g., ATM, cable networks, satellite), but also
due to associated problems such as congestion, competing

traffic, fading, interference, and mobility, all of which lead to
varying transmission capacity and losses.

Consequently, to achieve a high level of acceptability and
proliferation of networked multimedia, a solution for reliable
and efficient transmission over IP and wireless networks is
required. Several key requirements need to be satisfied.

(1) Easy adaptability to rate variations since the available
transmission capacity may vary due to interference,
overlapping wireless LANs, competing traffic, mobil-
ity, multipath fading, and so forth.

(2) Robustness to data losses since depending on the chan-
nel condition, partial data losses may occur.

(3) Support for device scalability and user preferences since
various clients may be connected at different data rates
and request transmissions that are optimized for their
respective connections and capabilities.

(4) Limited complexity implementations for mobile wire-
less devices.
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(5) Adaptation to the quality-of-service (QoS) provided by
the network.

(6) Efficient end-to-end transmission over different net-
works exhibiting various characteristics and QoS guar-
antees.

To address the above-mentioned requirements, innovative
solutions are needed for adaptive and error-resilient mul-
timedia compression, error control, error protection and
concealment, multimedia streaming architectures, channel
models and channel estimation, packetization and schedul-
ing, and so forth. Such solutions can best be developed by a
combination of theory, tools, and methods from the fields
of networking, signal processing, and computer engineer-
ing. This integrated and cross-disciplinary approach has led
to the advent of a new research wave in compression, joint
source-channel coding, and network-adaptive media deliv-
ery, and has motivated the emergence of novel compression
standards, transmission protocols, and networking solutions.

Recently, both the academic and industrial communi-
ties have realized the potential of such integrated solutions
for multimedia applications. Consequently, multimedia net-
working is evolving as one of the most active research areas.
Despite the significant research efforts in this area, numer-
ous problems related to the optimal design of source coding
schemes aimed at transmission over a variety of networks,
joint source-channel coding trade-offs, and flexible multime-
dia architectures remain open.

This special issue is an attempt to cover a wide range of
topics under the broad multimedia networking umbrella by
publishing twelve papers reporting on recent results in the
above-mentioned research areas. The papers in this special
issue correspond to advances in five different areas of multi-
media networking:

(i) layered coding and transmission,
(ii) cost-effective and complexity-scalable implementa-

tions,
(iii) efficient end-to-end transmission using proxies,
(iv) quality of service,
(v) mechanisms for robust coding and transmission.

In the first area, Viéron et al., T. P.-C. Chen and T. Chen,
Wu et al., and Thie and Taubman dedicate four papers, re-
spectively, to robust video transmission using layered coding,
covering various aspects such as joint source-channel cod-
ing, rate-shaping, and efficient streaming strategies. In the
second area, Saponara et al. and Mietens et al. consider cost-
effective and complexity-scalable implementations of the dif-
ferent video compression standards employed for multime-
dia communication applications. In the third area, Pei and
Modestino, and Radha et al. consider the use of proxies for
improving the video quality when transmitted over multiple-
hop wireless or wired networks exhibiting different channel
characteristics. In the fourth area, Song and Lee consider the
effective mechanisms for QoS using renegotiating schemes
for streaming video. In the fifth area, Taal et al., Song and
Liu, and Jin et al. consider different mechanisms for robust
video coding and transmission, such as source-channel rate

allocation schemes, novel scheduling strategies for video dis-
tribution using parallel servers, and optimization of error-
resilient video transmission using behavior models.

As this special issue illustrates, academic and industrial
research in multimedia networking is becoming increasingly
vibrant, and the field continues to pose new challenges that
will require innovative approaches. Potential solutions will
need to cross the boundaries between the fields of signal pro-
cessing, networking, and computer engineering, and we be-
lieve that such cross-fertilization is likely to catalyze many in-
teresting and relevant new research topics and applications.
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This paper introduces source-channel adaptive rate control (SARC), a new congestion control algorithm for layered video trans-
mission in large multicast groups. In order to solve the well-known feedback implosion problem in large multicast groups, we
first present a mechanism for filtering RTCP receiver reports sent from receivers to the whole session. The proposed filtering
mechanism provides a classification of receivers according to a predefined similarity measure. An end-to-end source and FEC rate
control based on this distributed feedback aggregation mechanism coupled with a video layered coding system is then described.
The number of layers, their rate, and their levels of protection are adapted dynamically to aggregated feedbacks. The algorithms
have been validated with the NS2 network simulator.

Keywords and phrases: multicast, congestion control, layered video, aggregation, FGS.

1. INTRODUCTION

Transmission of multimedia flows over multicast channels
is confronted with the receivers heterogeneity problem. In a
multicast topology (multicast delivery tree in the 1 → N case,
acyclic graph in the M → N case), network conditions such
as loss rate (LR) and queueing delays are not homogeneous
in the general case. Rather, there may be local congestions
affecting downstream delivery of the video stream in some
branches of the topology. Hence, the different receivers are
connected to the source via paths with varying delays, loss,
and bandwidth characteristics. Due to this potential hetero-
geneity, dynamic adaptation of multimedia flows over multi-
cast channels, for optimized quality-of-service (QoS) of mul-

timedia sessions, faces challenging problems. The adaptation
of source and transmission parameters to the network state
often relies on the usage of feedback mechanisms. However,
the use of feedback schemes in large multicast trees faces the
potential problem of feedback implosion. This paper intro-
duces source-channel adaptive rate control (SARC), a new
congestion control algorithm for layered video transmission
in large multicast groups. The first issue addressed here is
therefore the problem of aggregating heterogeneous reports
into a consistent view of the communication state. The sec-
ond issue concerns the design of a source rate control mech-
anism that would allow a receiver to receive the source signal
with a quality commensurate with the bandwidth and loss
capacity of the path leading to it.
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Layered transmission has been proposed to cope with re-
ceivers heterogeneity [1, 2, 3]. In this approach, the source
is represented using a base layer (BL) and several successive
enhancement layers (EL) refining the quality of the source re-
construction. Each layer is transmitted over a separate mul-
ticast group, and receivers decide the number of groups to
join (or leave) according to the quality of their reception.
At the other side, the sender can decide the optimal num-
ber of layers and the encoding rate of each layer according
to the feedback sent by all receivers. A variety of multicast
schemes making use of layered coding for audio and video
communication have been proposed, some of which rely on
a multicast feedback scheme [3, 4]. Despite rate adaptation
to the network state, applications have to face the remain-
ing packet losses. Error control schemes using forward error
correction (FEC) strongly reduce the impact of packet losses
[5, 6, 7]. In these schemes, redundant information are sent
along with the original information so that the lost data (or
at least part of it) can be recovered from the redundant in-
formation. Clearly, sending redundancy increases the proba-
bility of recovering the lost packets, but it also increases the
bandwidth requirements, and thus the LR of the multimedia
stream. Therefore, it is essential to couple the FEC scheme
to the rate control scheme in order to jointly determine the
transmission parameters (redundancy level, source coding
rate, type of FEC scheme, etc.) as a function of the state of
the multicast channel, to achieve the best subjective quality
at receivers. For such adaptive mechanisms, it is important
to have simple channel models that can be estimated in an
online manner.

The sender, in order to adapt the transmission param-
eters to the network state, does not need reports of each
receiver in the multicast group. It rather needs a parti-
tion of the receivers into homogeneous classes. Each layer
of the source can then be adapted to the characteristics of
one class or of a group of classes. Each class represents a
group of homogeneous receivers according to discrimina-
tive variables related to the received signal quality. The clus-
tering mechanism used here follows the above principles.
A classification of receiver reports (RRs) is performed by
aggregation agents (AAs) organized into a hierarchy of lo-
cal regions. The approach assumes the presence of AAs at
strategic positions within the network. The AAs classify re-
ceivers according to similar reception behaviors and filter
correspondingly the (real-time transport control protocol)
RTCP RRs. By classifying receivers, this mechanism solves
the feedback implosion problem and at the same time pro-
vides the sender with a compressed representation of the
receivers.

In the experiments reported in this paper, we consider
two pairs of discriminative variables in the clustering process:
the first one constituted of the LR and the goodput and the
second constituted of the LR and the throughput of a con-
formant TCP (transport control protocol) connection under
similar loss and round-trip time (RTT) conditions. We show
approaches in which receivers rate requests are only based on
the goodput measure risk leading to a severe subutilization of

the network resources. To use a TCP throughput model, re-
ceivers have to estimate their RTT to the source first. In order
to do so, we use the algorithm described in [4] jointly with a
new application-defined RTCP packet, called probe RTT.

This distributed feedback aggregation mechanism is cou-
pled with a video fine-grain scalable (FGS) layered coding
system to adapt dynamically the number of layers, the rate of
each layer, and its level of protection. Notice that the aggre-
gation mechanism that has to be supported by the network
nodes remains generic and can be used for any type of me-
dia. The optimization is performed by the sender and takes
into account both the network aggregated state as well as the
rate-distortion characteristics of the source. The latter allows
to optimize the quality perceived by each receiver in the mul-
ticast tree.

The remainder of this paper is organized as follows.
Section 2 provides an overview of related research on mul-
ticast rate and congestion control. Section 3 sets the main
lines of SARC, our new hybrid sender/receiver driven rate
control based on a clustering algorithm. The protocol func-
tions to be supported by the receivers and the receiver clus-
tering mechanism governing the feedback aggregation are
described, respectively, in Sections 4 and 5. Section 6 de-
scribes the multilayer source and channel rate control and the
multi-layered MPEG-4 FGS source encoder [8, 9] that have
been used in the experiments. Finally, experimental results
obtained with the NS2 network simulator with various dis-
criminative clustering variables (goodput, TCP-compatible
throughput), including the additional usage of FEC are dis-
cussed in Section 7.

2. RELATED WORK

Related work in this area focuses on error, rate, and conges-
tion control in multicast for multimedia applications. Lay-
ered coding is often proposed as a solution for rate con-
trol in video multicast applications over the Internet. Several
approaches—sender-driven [10], receiver-driven [11, 12], or
hybrid schemes [3, 13, 14]—have been proposed to address
the problem of rate control in a multicast transmission.
Receiver-driven approaches consist in multicasting different
layers of video using different multicast addresses and let the
receivers decide which multicast group(s) to subscribe to.
RLM (receiver-driven layered multicast) [11] and RLC (radio
link control) [12] are two well-known receiver-driven lay-
ered multicast congestion control protocols. However, they
both suffer from pathological behaviors such as transient pe-
riods of congestion, instability, and periodic losses. These
problems mainly come from the bandwidth inference mech-
anism used [15]. For example, RLM uses join experiments
that can create additional traffic congestion during transition
periods corresponding to the latency for pruning a branch
of the multicast tree. RLC [12] is a TCP-compatible version
of RLM, based on the generation of periodic bursts that are
used for bandwidth inference on synchronization points in-
dicating when a receiver can join a layer. Both the synchro-
nization points and the periodic bursts can lead to periodic
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congestion and periodic losses [15]. PLM (Packet-pair lay-
ered multicast) [16] is a more recent layered multicast con-
gestion control protocol, based on the generation of packet
pairs to infer the available bandwidth. PLM does not suffer
from the same pathological behaviors as RLM and RLC but
requires a fair queuing network.

Bhattacharya et al. [17] present a general framework
for the analysis of additive increase multiplicative decrease
(AIMD) multicast congestion control protocols. This paper
shows that because of the so-called “path loss multiplicity
problem,” unclever use of congestion information sent by re-
ceivers to 1 sender may lead to severe degradation and lack
of fairness. This paper formalizes the multicast congestion
control mechanism in two components: the loss indication
filter (LIF) and the rate adjustement algorithm. Our paper
presents an implementation that minimises the loss multi-
plicity problem by using an LIF which is implemented by a
clustering mechanism (Section 5.2) and a rate adjustement
algorithm following the algorithm described in Sections 4
and 6.

TFMCC [18] is an equation-based multicast congestion
control mechanism that extends the TCP-friendly TFRC [19]
protocol from the unicast to the multicast domain. TFMCC
uses a scalable RTT measurement and a feedback suppression
mechanism. However, since it is a single-rate congestion con-
trol scheme, it cannot handle heterogeneous receivers and
adapts its sending rate to the current limiting receiver.

FLID-DL [20] is a multirate congestion control algo-
rithm for layered multicast sessions. It mitigates the negative
impact of long Internet group management protocol (IGMP)
leave latencies and eliminates the need for probe intervals
used in RLC. However, the amount of IGMP and PIM-SM
(protocol independent multicast-sparse mode) control traf-
fic generated by each receiver is prohibitive. WEBRC [21] is
a new equation-based rate control algorithm that has been
recently proposed. It solves the main drawbacks of FLID-DL
using an innovative way to transmit data in waves. However,
WEBRC, such as FLID-DL, is intended for reliable download
applications and possibly streaming applications but can-
not be used to transmit real-time hierarchical flows such as
H.263+ or MPEG-4.

A source adaptive multilayered multicast (SAMM) algo-
rithm based on feedback packets containing information on
the estimated bandwidth (EB) available on the path from the
source is described in [3]. Feedback mergers are assumed to
be deployed in the network nodes to avoid feedback implo-
sion. A mechanism based on partial suppression of feedbacks
is proposed in [4]. This approach avoids the deployment of
aggregation mechanisms in the network nodes, but on the
other hand, the partial feedback suppression will likely in-
duce a flat distribution of the requested rates.

MLDA [13] is a TCP-compatible congestion control
scheme in which, as in the scheme we propose, senders can
adjust their transmission rate according to feedback informa-
tion generated by receivers. However, MLDA does not pro-
vide a way to adapt the FEC rate in the different layers ac-
cording to the packet loss observed at receivers. Since the

feedback only includes TCP-compatible rates, MLDA does
not need feedback aggregation mechanisms and uses expo-
nentially distributed timers and a partial suppression mech-
anism to prevent feedback implosion. However, when the re-
ceivers are very heterogeneous, the number of requested rates
(in the worst case on a continuous scale) can potentially lead
to a feedback implosion. Moreover, the partial suppression
algorithm does not allow quantifying the number of receivers
requesting a given rate in order to estimate how representa-
tive this rate is.

In [14], a rate-based congestion and loss control mecha-
nism for multicast layered video transmission is described.
The strategy relies on a mechanism that aggregates feed-
back information in the networks nodes. However, in con-
trast with SAMM, the optimization is not performed in the
nodes. Source and channel FEC rates in the different layers
are chosen among a set of requested rates in order to maxi-
mize the overall peak signal-to-noise ratio (PSNR) seen by all
the receivers. Receivers are classified according to their avail-
able bandwidth, and for each class of rate, two types of infor-
mation are delivered to the sender: the number of receivers
represented by this class and an average LR computed over all
those receivers. It is supposed here that receivers with similar
bandwidths have similar LRs, which may not always be the
case. In this paper, we solve this problem using a distributed
clustering mechanism.

Clustering approaches have been already considered sep-
arately in [22, 23]. In [22], a centralized classification ap-
proach based on k-means clustering is applied on a qual-
ity of reception parameter. This quality of reception pa-
rameter is derived, based on the feedback of receivers con-
sisting of reports including the available bandwidth and
packet loss. The main difference, compared with our ap-
proach, is that in our case, the classification is made in a dis-
tributed fashion. Hence, receivers with similar bandwidths
but with different LRs are not classified within the same
class. Therefore, with more accurate clusters, a better adap-
tation of the error control process at the source level is pos-
sible. The global optimization performed is different and
leads to improved performances. Moreover, [22] uses the
RTCP filtering mechanism proposed in the RTP (real-time
transport protocol) standard, that is, they adapt the RTCP
sending rate according to the number of receivers. How-
ever, when the number of receivers is large, it is not pos-
sible to get a precise snapshot of quality observed by re-
ceivers.

3. PROTOCOL OVERVIEW

This section gives an overview of the SARC protocol pro-
posed in this paper. Its design relies on a feedback tree struc-
ture, where the receivers are organized into a tree hierarchy,
and internal nodes aggregate feedbacks.

At the beginning of the session, the sender announces
the range of rates (i.e., a rate interval [Rmin,Rmax]) estimated
from the average rate-distortion characteristics of the source.
The value Rmin corresponds to the bit rate under which the
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received quality would not be acceptable, whereas Rmax cor-
responds to the rate above, under which there is no signifi-
cant improvement of the visual quality. This information is
transmitted to the receivers at the start of the session. The in-
terval [Rmin,Rmax] is then divided into subintervals in order
to only allow relevant values for layers rates. This quantiza-
tion avoids having nonquality discriminative layers.

After this initialization, the multicast layered rate control
process can start. The latter assumes that the time is divided
into feedback rounds. A feedback round comprises four ma-
jor steps.

(i) At the beginning of each round, the source announces
the number of layers and their respective rates via
RTCP sender reports (SRs). Each source layer is trans-
mitted to an Internet protocol (IP) multicast group.

(ii) Each receiver measures network parameters and esti-
mates the bandwidth available on the path leading to
it. The EB and the layer rates will trigger subscriptions
or unsubscriptions to/from the layers. EB and LRs are
then conveyed to the sender via RTCP RR.

(iii) AAs placed at strategic positions within the network
classify receivers according to similar reception behav-
iors, that is, according to a measure of distance be-
tween the feedback parameter values. On the basis of
this clustering, these agents proceed with the aggrega-
tion of the feedback parameters, providing a represen-
tation of homogeneous clusters.

(iv) The source then proceeds with a dynamic adaptation
of the number of layers and of their rates in order to
maximize the quality perceived by the different clus-
ters.

Sections 4, 5, and 6 describe in details each of the four
steps.

4. PROTOCOL FUNCTIONS SUPPORTED
BY THE RECEIVER

Two bandwidth estimation strategies have been considered:
the first approach measures the goodput of the path and the
second estimates the TCP-compatible bandwidth under sim-
ilar conditions of LRs and delays. This section describes the
functions supported by the receiver in order to measure the
corresponding parameters and the multicast groups join and
leave policy that has been retained. The bandwidth values es-
timated by the receivers are then conveyed to the sender via
RTCP RRs augmented with dedicated fields.

4.1. Goodput-based estimation

A notion of goodput has been exploited in the SAMM algo-
rithm described in [3]. Assuming the priority-based differen-
tiated services for the different layers, the goodput is defined
as the cumulated rate of the layers received without any loss.
If a layer has suffered from losses, it will not be considered
in the goodput estimation. The drawback of such a measure
is that the EB will be highly dependent on the sending rates,

hence it does not allow an accurate estimation of the link ca-
pacity. When no loss occurs, in order to best approach the
link capacity, SAMM considers values higher than the good-
put measured. Nevertheless, a LR of 0% is not realistic on the
Internet. Experiments have shown that this notion of good-
put in a best-effort network, in presence of cross traffic, leads
to EBs decreasing towards zero during the sessions. Here, the
goodput is defined instead as the rate received by the end sys-
tem. A simple mechanism has been designed to try to ap-
proach the bottleneck rate of the link. If the LR is under a
given threshold Tloss, the bandwidth value Bt estimated at
time t is incremented as

Bt = Bt−1 + ∆, (1)

where ∆ represents a rate increment and Bt−1 represents the
last estimated value. Let gt be the observed goodput value at
time t. Thus, when the LR becomes higher than the threshold
Tloss, Bt is set to gt.

In the experiments we have taken tloss = 3% and the ∆
parameter increases similarly to the TCP increase, that is, of
one packet per RTT.

4.2. TCP-compatible bandwidth estimation

The second strategy considered for estimating the bandwidth
available on the path relies on the analytical model of TCP
throughput [24], known also as the TCP-compatible rate
control equation. Notice, however, that the application of the
model in a multicast environment is not straightforward.

4.2.1. TCP throughput model

The average throughput of a TCP connection under given
delay and loss conditions is given by [24]:

T = MSS

RTT
√

2p/3 + To min
(

1, 3
√

3p/8
)
p
(
1 + 32p2

) , (2)

where p, RTT, MSS, and To represent, respectively, the con-
gestion event rate [19], the round-trip time, the maximum
segment size (i.e., maximum packet size), and the retransmit
time out value of the TCP algorithm.

4.2.2. Parameters estimation

In order to be able to use the above analytical model, each re-
ceiver must estimate the RTT on its path. This is done using
a new application-defined RTCP packet that we called probe
RTT. To prevent feedback implosion, only leaf aggregators
are allowed to send probe RTT packets to the source. In case
receivers are not located in the same LAN of their leaf aggre-
gator, they should add the RTT to their aggregator; this can
be easily estimated locally and without generating undesir-
able extra traffic. The source periodically multicasts RTCP re-
ports including the RTT computed (in milliseconds) for the
latest probe RTT packets received along with the correspond-
ing SSRCs. Then, each receiver can update its RTT estimation
using the result sent for its leaf aggregator. The estimation of
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the congestion event rate p is done as in [25] and the param-
eter MSS is set to 1000 bytes.

4.2.3. Singular receivers

In highly heterogeneous environments, under constraints of
bounded numbers of clusters, the rate received by some end
systems may strongly differ from their requests, hence from
the TCP-compatible throughput value. The resulting exces-
sively low values of congestion event rates lead in turn to
overestimated bandwidth values, hence to unstability. In or-
der to overcome this difficulty, the TCP-compatible through-
put Bt at time t is estimated as

Bt = min
(
T , max

(
Srate + Trate,Bt−1

))
, (3)

where Srate is the rate subscribed to, Trate is a threshold cho-
sen so that the increase between two requests is limited (i.e.,
Trate = K×MSS/ RTT with K a constant), and Bt−1 is the last
estimated value of the TCP-compatible throughput. When
the estimated throughput value T is not reliable, the his-
tory used in the estimation of LRs is reinitialized using the
method described in [19]. We will see in the experimentation
results that the above algorithm is still reactive and respon-
sive to changes in network conditions.

4.2.4. Slow-start mechanism

The slow-start mechanism adopted here differs from the ap-
proaches described in [18, 19]. At the beginning of the ses-
sion or when a new receiver joins the multicast transmission
tree, the requested rate is set to Rmin. Then, after having a
first estimation of RTT and p, T can be computed and the
resulting requested rate Bslow

t is given by

Bslow
t = max

(
T , gt + K × MSS

RTT

)
, (4)

where gt is the observed goodput value at time t and K is the
same constant as the one used in Section 4.2.3. The estima-
tion given by (4) is used until we observe the first loss. After
the first loss, the loss history is reinitialized taking gt as the
available bandwidth and proceeding with (3).

4.3. Join/leave policy

Each receiver estimates its available bandwidth Bt and joins
or leaves layers accordingly. However, the leaving mechanism
has to take into account the delay between the instant in
which a feedback is sent and the instant in which the sender
adapts the layer rates accordingly. Undesirable oscillations of
subscription may occur if receivers decide to unsubscribe a
layer as soon as the TCP-compatible throughput estimated
is lower than the current rate subscribed to. It is essential to
leave enough time for the source to adapt its sending rates,
and only then decide to drop a layer if the request has not
been satisfied. That is why in order to be still reactive, we
have chosen a delay of K×RTT before leaving a layer except
in the case where the LR becomes higher than a chosen ac-
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Figure 1: Multilevel hierarchy of aggregators.

ceptable bound Tloss (K is the same constant as the one used
in Section 4.2.3). These coupled mechanisms permit avoid-
ing a waste of bandwidth due to IGMP traffic.

4.4. Signalling protocol

The aggregated feedback information (i.e., EB and LR) are
periodically conveyed towards the sender in RTCP RRs, us-
ing the RTCP report extension mechanism. The RRs are aug-
mented with the following fields:

(i) EB: a 16-bit field which gives the value of the estimated
bandwidth expressed in Kbps;

(ii) LR: a 16-bit field which gives the value of the real loss
rate;

(iii) NB: a 16-bit field which gives the number of clients
requesting this rate (i.e., EB). This value is set to one
by the receiver.

5. AGGREGATED FEEDBACK USING
DISTRIBUTED CLUSTERING

Multicast transmission has been reported to exhibit strong
spatial correlations [26]. A classification algorithm can take
advantage of this spatial correlation to cluster similar re-
ception behaviors into homogeneous classes. In this way,
the amount of feedback required to figure out the state of
receivers can be significantly reduced. This will also help
in bypassing loss path multiplicity problem explained in
[17] by filtering out the receivers’ report of losses. In our
scheme, receivers are grouped into a hierarchy of local re-
gions (see Figure 1). Each region contains an aggregator that
receives feedback, performs some aggregation statistics, and
send them in point-to-point to the higher level aggregator
(merger). The root of the aggregator tree hierarchy (called
the manager) is based at the sender and receives the overall
aggregated reports.
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This architecture has a slight modification compared to
the generic RTP architecture. Similar to the PIM-SM context,
RRs are not sent in multicast to the whole session, but are
sent in point-to-point to a higher level aggregator. As these
RTCP feedbacks are local to an aggregator region and will
not cross the overall multicast tree, they may be set to be
more frequent without breaking the 5% of the overall traf-
fic constraint specified by the RTP standard.

5.1. Aggregators organization within the network

AAs must be set up at strategic positions within the net-
work in order to minimize the bandwidth overhead of RTCP
RRs. Several approaches have been proposed to organize re-
ceivers in a multicast session to make scalable reliable multi-
cast protocols [27]. We have chosen a multilevel hierarchical
approach such as that described in the RMTP [28] protocol
in which receivers are also grouped into a hierarchy of local
regions. However, in our approach, there are no designated
receivers: all receivers send their feedback to their associated
aggregator.

The root of the aggregator tree hierarchy (called the man-
ager) is based at the sender and receives the overall sum-
mary reports. The maximal allowed height of the hierarchi-
cal tree is set to 3 as recommended in [29]. In our approach,
the overall summary report is a classification containing the
number of receivers in each class and the mean behaviour
of the class. The mechanism of aggregation is described in
Section 5.2.

In our experiments, aggregators are manually set up
within the network. However, if extra router functionalities
are available, several approaches can be used to automati-
cally launch aggregators within the network. For example, we
can implement the aggregator function using a custom con-
cast [30]. Concast addresses are the opposite of multicast ad-
dresses, that is, they represent groups of senders instead of
groups of receivers. So, a concast datagram contains a multi-
cast group source address and a unicast destination address.
With such a scheme, all receivers send their RRs feedback
packets using the RTCP source group address to the sender’s
unicast address, and only one aggregated packet is delivered
to the sender. The custom concast signaling interface allows
the application to provide the network with the description
of the merging algorithm function.

5.2. Clustering mechanism

The clustering mechanism is aimed towards taking advantage
of the spatial and temporal correlation between the receiver’s
state of reception. Spatial correlation means that there is re-
dundancy between reception behavior of neighbor receivers.
This redundancy can be removed by compression methods.
This largely reduces the amount of data required for rep-
resenting feedback data sent by receivers. The compression
is achieved by clustering similar (by a predefined similarity
measure) reception behaviors into homogeneous classes. In
this case, the clustering can be viewed as a vector quanti-
zation [31] that constructs a compact representation of the

receivers as a classification of receivers issuing similar RRs.
Moreover, for sender-based multicast regulation, only a clas-
sification of receivers is sufficient to apply adaptation deci-
sions.

The clustering mechanism can also take advantage of
time redundancy. For this purpose, classification of receivers
should integrate the recent history of receivers as well as
the actual RRs. Different reception states experienced by re-
ceivers during past periods are treated as reports of different
and heterogeneous receivers. By this way, temporal variation
of the quality of a receiver reception are integrated in the clas-
sification. A receiver that observes temporal variation may
change its class during time.

In a stationary context, the classification would converge
to a stable distribution. This stationary distribution will be
a function of the spatial as well as the temporal dependen-
cies. However, since over large time scales, the stationary hy-
pothesis cannot be always validated, a procedure should be
added to track variation of the multicast channel and adapt
the classification to it. This procedure can follow a classical
exponential weighting that drive the clustering mechanism
to forget about far past-time reports. In this weighting mech-
anism, the weight of clusters is multiplied by a factor (γ < 1)
at the end of each reporting round, and clusters with weight
below a threshold are removed.

Before describing the classification algorithm, several
concepts should be introduced. First, we should choose the
discriminative characteristic and the similarity (or dissimi-
larity) measure needed to detect similar reception behavior.

5.2.1. Discriminative network characteristics

In the system presented in this paper, we have considered two
pairs of discriminative variables: the first one constituted of
the LR and the goodput (cf. Section 4.1) and the second con-
stituted of the LR and a TCP-compatible bandwidth share
measure (cf. Section 4.2). Both LR and bandwidth character-
istics (goodput or TCP-compatible) are clearly relevant not
only as network characteristics but also as video quality pa-
rameters.

5.2.2. Similarity measure

Two kinds of measures should be defined: the similarity mea-
sure between two observed reports x and y (d(x, y)) and
between an observed report x and a cluster C (d(x,C)).
The former similarity measure can stand for the simple

Lp distance (d(x, y) = p
√∑

i(xi − yi)p) or any other more
sophisticated distance suitable to a particular application.
The retained similarity measure used in this work is given
by d(x, y) = maxi(abs(xi − yi)/dti), where dti is a chosen
threshold for the dimension i. The latter similarity mea-
sure is more difficult to apprehend. The simplest way is
to choose in each cluster a representative x̂C and to as-
sign the distance d(x, x̂C) to the distance between the point
and the cluster (d(x,C) = d(x, x̂C)). We can also define
the distance to cluster as the distance to the nearest or the
furthest point of the cluster (d(x,C) = miny∈C d(x, y) or



164 EURASIP Journal on Applied Signal Processing

d(x,C) = maxy∈C d(x, y)). The distance can also be a like-
lihood derived over a model mixture approach. The type of
measure used will impact over the shape of the cluster and
over the classification.

5.2.3. Classification algorithm

Each cluster is represented by a representative point and a
weight. The representative point can be seen as a vector, the
components of which are given by the discriminative vari-
ables considered in the clustering process.

The clustering algorithm is initialized with a maximal
number of classes (Nmax) and a cluster creation threshold
(dth). AAs regularly receive RTCP reports from receivers
and/or other AAs in their coverage area as described in
Section 5.1. To classify the RRs in the different clusters, we
use a very simple nearest neighbor (NN) k-means cluster-
ing algorithm (see pseudocode shown in Algorithm 1). Even
if this algorithm might be subject to largely reported de-
ficiencies as false clustering, dependencies on the order of
presentation of samples, and nonoptimality which has lead
researchers to develop more complex clustering mechanism
as mixture modelling, we believe that this rather simple al-
gorithm attain the goal of our approach which is to filter
out RRs to a compact classification in a distributed, asyn-
chronous way. A new report joins the cluster that has the
lowest Euclidean (L2) distance to it and updates the clus-
ter representative by a weighted average of the points in the
cluster. When a new point joins a cluster, it changes slightly
the representative point which is defined as the cluster center
and updates the weight of the cluster; afterwards, the point
is dropped to achieve compression. If this minimal distance
is more than a predefined threshold, a new cluster is created.
This bounds the size of the cluster. We also use a maximal
number of clusters (or classes) which is fixed to 5, as it is
not realistic to have more layers in such a layered multicast
scheme.

At the end of each reporting round, the resulting clas-
sification is sent back to the higher level AA (i.e., the man-
ager) in the form of a vector of clusters representatives and
of their associated weights, and clusters are reset to a null
weight. Clusters received by different lower level AAs are clas-
sified following a similar clustering algorithm which will ag-
gregate representative points of clusters, that is, cluster cen-
ter, with the given weight. This amounts to applying the NN
clustering algorithm to the representative points reported in
the new coming RR.

At the higher level of the aggregators hierarchy, the clus-
tering generated by aggregating lower level aggregator re-
ports is renewed at the beginning of each reporting round.

As explained before, the classification of receivers should
also integrate the recent history of receivers. This memory
is introduced into the clustering process by using the cluster
obtained during the past reporting round as an a priori in the
highest level of the aggregator hierarchy.

Nevertheless, since, over large time scales, the stationary
hypothesis cannot be always validated, a procedure must be
added to ensure that we forget about far past-time reports

Search for the nearest cluster d(r, Ĉ) = minC d(r,C)
if (d(r, Ĉ) ≥ dth)

if (Number of existing cluster < Nmax)
Add a new cluster Cnew and set Ĉ = Cnew

Recalculate the representative of cluster Ĉ,

x̂Ĉ =
weight(Ĉ)x̂Ĉ + r

weight(Ĉ) + 1
Increment the weight of cluster Ĉ
dth = predefined threshold
Nmax = maximal number of clusters (5)
r = received receiver report

Algorithm 1: NN clustering algorithm.

At the beginning of each reporting round
for all clusters C

% Weight the current normalized cluster by γ
weight(C) = weight(C)∗ γ
if weight(C) < wmin

Remove cluster C
Aggregate new normalized reports
Send aggregate reports to the sender

wmin = predefined cluster suppression threshold
γ = memory weight

Algorithm 2: Aggregation algorithm at the highest level with
memory weighting.

and not to bias the cluster representative by out-of-date re-
ports. This is handled by an exponential weighting heuristic:
at each reporting round, the weight of a cluster is reduced by
a constant factor (see Algorithm 2). If the weight of a cluster
falls below a cluster suppression threshold level, the cluster is
removed.

5.2.4. Cluster management

The clustering algorithm implements three mechanisms to
manage the number of clusters: a cluster addition, a cluster
removal, and a cluster merge mechanisms. The cluster ad-
dition and the cluster removal mechanisms have been de-
scribed before. The cluster merging mechanism aims at re-
ducing the number of clusters by combining two clusters
that have been driven very close to each other. The idea
behind this mechanism is that clusters should fill up uni-
formly the space of possible reception behaviors. The clus-
ter merging mechanism merges two clusters that have a dis-
tance lower than a quarter of the cluster creation thresh-
old (dth). The distance between the two clusters is defined
as the weighted distance of the cluster representatives. The
merging threshold is chosen based on the heuristic that (1)
dth defines the fair diameter of a cluster and (2) two clus-
ters that are distant by dth/4 may be created by merging
a cluster of diameter smaller than dth. The cluster merg-
ing mechanism replaces the two clusters with a new cluster
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represented by a weighted average of the two cluster repre-
sentatives and a weight corresponding to the sum of the two
clusters.

The combination of these three mechanisms of cluster
management creates a very dynamic and reactive represen-
tation of the reception behaviour observed during the multi-
cast session.

6. LAYERED SOURCE CODING RATE CONTROL

The feedback channel created by the clustering mechanism
offers periodically to the sender information about the net-
work state. More precisely, this mechanism delivers a LR, a
bandwidth limit, and the number of receivers within a given
cluster. This information is in turn exploited to optimize the
number of source layers, the coding mode, the rate, and the
level of protection of each layer. This section first describes
the media and FEC rate control algorithm that takes into ac-
count both the network state and the source rate-distortion
characteristics. The FGS video source encoding system used
and the structure of the streaming server considered are then
described.

6.1. Media and FEC rate-distortion optimization

We consider, in addition, the usage of FEC. In the context
of transmission on the Internet, error detection is generally
provided by the lower layer protocols. Therefore, the upper
layers have to deal mainly with erasures or missing packets.
The exact position of missing data being known, a good cor-
rection capacity can be obtained by systematic maximal dis-
tances separable (MDS) codes [32]. An (n, k) MDS code takes
k data packets and produces n − k redundant data packets.
The MDS property allows to recover up to n − k losses in a
group of n packets. The effective loss probability Peff (k) of an
MDS code, after channel decoding, is given by

Peff (k) = Pe


 k−1∑

j=0

(
n− 1
j

)
P
n−1− j
e

(
1− Pe

) j, (5)

where Pe is the average loss probability on the channel. One
question to be solved is then, given the effective loss probabil-
ity, how to split in an optimal way the available bandwidth for
each layer between raw and redundant data. This amounts to
finding the level of protection (or the code parameter k/n)
for each layer.

The rates for both raw data and FEC (or equivalently, the
parameter k/n) are optimized jointly as follows. For a maxi-
mum number of layers L supported by the source, the num-
ber of layers, their rate, and their level of protection are cho-
sen in order to maximize the overall PSNR seen by all the
receivers. Note that the rates are chosen in the set of N re-
quested rates (feedback information). This can be expressed
as

(
Ω1, . . . ,Ωl

) = arg max
(Ω1,...,Ωl)

G, (6)

where Ωi = (ri, κi/n), i = 1, . . . , l, with ri representing the cu-
mulated source and channel rate and κi/n the level of protec-
tion for each layer i. The quality measure G to be maximized
is defined as

G =
N∑
j=1

( l∑
i=1

PSNR
(
Ωi
) · Pj,i

)
· Cj , (7)

where

l = arg max
k∈[1,...,L]

{ k∑
i=1

ri ≤ Rj

}
. (8)

The terms Rj and Cj represent, respectively, the requested
rate and the number of receivers in the cluster j. The term
PSNR(Ωi) denotes the PSNR increase associated with the re-
ception of the layer i. Note that the PSNR corresponding to
a given layer i depends on the lower layers. The term Pj,i de-
notes the probability, for receivers of cluster j, that the i layers
are correctly decoded and can be expressed as

Pj,i =
i∏

k=1

(
1− p̄eff j,k

(
κk
n

))
, (9)

where p̄eff j,k is the effective loss probability observed by all
the receivers of the cluster j receiving the k considered layers.
The values PSNR(Ωi) are obtained by estimating the rate-
distortion D(R) performances of the source encoder on a
training set of sequences. The model can then be refined on
a given sequence during the encoding process, if the coding
is performed in real time, or stored on the server in the case
of streaming applications.

The upper complexity bound, in the case of an exhaus-
tive search, is given by L!/N !(N − L)!, where L is the maxi-
mum number of layers and N the number of clusters. How-
ever, this complexity can be significantly reduced by first
sorting the rates Rj requested by the different clusters. Once
the rates Rj have been sorted, the constraint given by (8) al-
lows to limit the search space of the possible combinations
of rate ri per layer. Hence, the complexity of an exhaustive
search within the resulting set of possible values remains
tractable. For large values of L and N , the complexity can be
further reduced by using dynamic programming algorithm
[33].

Notice that here we have not considered the use of hier-
archical FEC. The FEC used here (i.e., MDS codes) are ap-
plied on each layered separately. Only their rates ki/n are op-
timized jointly. The algorithm could be extended by using
layered FEC as described in [34].

6.2. Fine-grain scalable source

The layers are generated by an MPEG-4 FGS video encoder
[8, 9]. FGS has been introduced in order to cope with the
adaptation of source rates to varying network bandwidths in
the case of streaming applications with pre-encoded streams.
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Figure 2: FGS video coding scalable structure.

Indeed, even if classical scalable (i.e., SNR, spatial, and tem-
poral) coding schemes provide elements of response to the
problem of rate adaptation to network bandwidth, those
approaches suffer from limitations in terms of adaptation
granularity. The structure of the FGS method is depicted in
Figure 2. The BL is encoded at a rate denoted by RBL, using a
hybrid approach based on a motion compensated temporal
prediction followed by a DCT-based compression scheme.
The EL is encoded in a progressive manner up to a maximum
bit rate denoted by REL. The resulting bitstream is progres-
sive and can be truncated at any points, at the time of trans-
mission, in order to meet varying bandwidth requirements.
The truncation is governed by the rate-distortion optimiza-
tion described above, considering the rate-distortion charac-
teristics of the source. The encoder compresses the content
using any desired range of bandwidths [Rmin = RBL,Rmax].
Therefore, the same compressed streams can be used for both
unicast and multicast applications.

6.3. Multicast FGS streaming server

The experiments reported in this paper are done assuming an
FGS streaming server. Figure 3 shows the internal structure
of the multicast streaming system considered including the
layered rate controller and the FEC module. For each video
sequence prestored on the server, we have two separate bit-
streams (i.e., one for BL and one for EL) coupled with its re-
spective descriptors. These descriptors contain various infor-
mation about the structure of the streams. Hence, it contains
the offset (in bytes) of the beginning of each frame within the
bitstream of a given layer. The descriptor of the BL contains
also the offset of the beginning of a slice (or video packet) of
an image. The composition timestamp (CTS) of each frame
used as the presentation time at the decoder side is also con-
tained in the descriptor.

Upon receiving a new list (r0, r1, . . . , rL) of rate con-
straints, the FGS rate controller computes a new bit budget
per frame (for each expected layer) taking into account the
frame rate of the video source. Then, at the time of trans-
mission, the FGS rate controller partitions the FGS enhance-
ment into a corresponding number of “sublayers.” Each layer
is then sent to a different IP multicast group. Notice that, re-
gardless of the number of FGS ELs that the client subscribes
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Figure 3: Multicast FGS streaming server.

to, the decoder has to decode only one EL (i.e., the sublayers
of the EL merge at the decoder side).

6.4. Rate control signalling

In addition to the value of the RTT computed for the probe
RTT packets, the RTCP SRs periodically sent include infor-
mation about the sent layers, that is, their number, their rate,
and their level of protection, according to the following syn-
tax:

(i) NL: an 8-bit field which gives the number of enhance-
ment layers;

(ii) BL: a 16-bit field which gives the rate of the base layer;
(iii) ELi: a set of 16-bit fields which give the rate of the en-

hancement layer i, i ∈ 1, . . . ,NL;
(iv) ki: a set of 8-bit fields conveying the rate of the Reed-

Solomon code used for the protection of layer i, i ∈
0, . . . ,NL.1

7. EXPERIMENTAL RESULTS

The performance of the SARC algorithm has been evaluated
considering various sets of discriminative clustering variables
using the NS2 (version 2.1b6), network simulator.

7.1. Analysis of fairness

The first set of experiments aimed at analyzing the fairness
of the flows produced against conformant TCP flows. Fair-
ness has been analyzed using the single bottleneck topology
shown in Figure 4. In this topology, a number of sending
nodes are connected to many receiving nodes via a com-
mon link with a bottleneck rate of 8 Mbps and a delay of
50 milliseconds. The video flows controlled by the SARC
protocol are competing with 15 conformant TCP flows.
Figure 5a depicts the respective throughput of one video

1Here we consider Reed-Solomon codes of rates k/n. The value of n is
fixed at the beginning of the session and only the parameter k is adapted dy-
namically during the session. However, we could also easily consider adapt-
ing the parameter n, therefore the syntax of the SR packet would have to be
extended accordingly.
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Figure 4: Simulation topology (bottleneck).

flow controlled with the goodput measure and of two out
of the 15 TCP flows. Figure 5b depicts the throughputs ob-
tained when using the TCP-compatible rate equation. As ex-
pected, the flow regulated with the goodput measure does
not compete fairly with the TCP flows (cf. Figure 5a). In
the presence of cross traffic at high rate, the EB decreases
regularly to reach the lower bound Rmin that has been set
to 256 Kbps. The average throughput of the flow regulated
with the TCP-compatible measure matches closely the aver-
age TCP throughput with a smoother rate (cf. Figure 5b).

7.2. Loss rate and PSNR performances

The second set of experiments aimed at measuring the PSNR
and LR performances of the rate control mechanism, with
two measures (goodput and TCP-compatible measures),
with and without the presence of FEC. We have considered
the multicast topology shown in Figure 6. The periodicity
of the feedback rounds is set to be equal to the maximum
RTT value of the set of receivers. The sequence used in the
experiments, called “Brest,”2 has a duration of 300 seconds
(25 Hz, 6700 frames). The rate-distortion characteristics of
the FGS source is depicted in Figure 7. The experiments de-
picted here are realized with the MoMuSys MPEG-4 version
2 video codec [9].

7.2.1. Testing scenario

Given the topology of the multicast tree, we have consid-
ered a source representation on three layers, each layer be-
ing transmitted to an IP multicast address. The BL is en-
coded at a constant bit rate of 256 Kbps. The overall rate
(base layer plus two ELs) ranges from 256 Kbps up to 1 Mbps.
At t = 0, each client subscribes to the three layers with re-
spective initial rates of RBL = 256 Kbps, REL1 = 100 Kbps,
and REL2 = 0 Kbps. During the session, the video stream
has to compete with point-to-point UDP cross traffic with
a constant bit rate of 192 Kbps and with TCP flow. These
competing flows contribute to a decrease of the links bot-
tleneck. The activation of the cross traffic between clients
represented by “squares” on Figure 6, in the time interval
from 100 to 200 seconds, limits the bottleneck of the cor-
responding link (i.e., LAN 1’s client) down to 320 Kbps. Sim-

2Courtesy of Thomson Multimedia R&D France.

ilarly, competing TCP traffic is generated between clients de-
noted by “triangles” in the interval from 140 to 240 sec-
onds leading to a bottleneck rate of the link (i.e., LAN 4’s
clients) down to 192 Kbps during the corresponding time in-
terval.

The first test aimed at showing the benefits for the quality
perceived by the receivers of an overall measure that would
also take into account the source characteristics (and in par-
ticular the rate-distortion characteristics) versus a simple op-
timization of the overall goodput. Thus, we compare our re-
sults with the SAMM algorithm proposed in [3]. The corre-
sponding mechanism is called SAMM-like in the sequel.

The SARC algorithm, relying on the rate-distortion op-
timization, has then been tested with, respectively, the good-
put and the TCP-compatible measures in order to evidence
the benefits of the TCP-compatible rate control in this lay-
ered multicast transmission system. In the sequel, these ap-
proaches are, respectively, called goodput-based source adap-
tive rate control (GB-SARC) and TCP-friendly source adap-
tive rate control (TCPF-SARC). The constant K is set to 4
in the experiments. In addition, in order to evaluate the im-
pact of the FEC, we have considered the TCP-compatible
bandwidth estimation both with and without FEC (TCPF-
SARC+FEC) for protecting the BL. When FEC is not applied,
the ki parameter of each layer is set to n (i.e., 10 in the exper-
iments).

7.2.2. Results

Figures 8 and 9 show the results obtained with the SAMM-
like algorithm. It can be seen that the SAMM-like ap-
proach does not permit an efficient usage of the band-
width. For example, the LAN 2’s client (with a link with
a bottleneck rate of 768 Kbps) has not received more than
300 Kbps on its link. Similar observations can be done with
receivers of other LANs. Notice also that if the rate had
not been lower bounded by an Rmin value, the goodput of
the different receivers would have converged to a very small
value. In addition to the highly suboptimal usage of band-
width, the approach suffers from a very unstable behavior
in terms of subscriptions and unsubscriptions to multicast
groups.

Figures 10, 11, and 12 show the rate variations of the dif-
ferent layers of the FGS source over the session, obtained,
respectively, with the GB-SARC, TCPF-SARC, and TCPF-
SARC+FEC methods. Figures 13, 14, and 15 depict the
throughput estimated with these three methods versus the
real measures of goodput, the LR, the number of layers re-
ceived, and the PSNR values observed for two representative
clients (i.e., LAN 2 with a bottleneck rate of 768 Kbps and
LAN 4 with a bottleneck rate of 384 Kbps).

Figures 10 and 13, with the GB-SARC algorithm, show
that the rate control that takes into account the PSNR (or
rate-distortion) characteristics of the source leads to a bet-
ter bandwidth utilization than the SAMM-like approach. In
addition, the throughput estimated follows closely the bot-
tleneck rates of the different links. Moreover, the number
of irrelevant subscriptions and unsubscriptions to multicast
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Figure 5: Respective throughputs of two TCP flows and of one rate-controlled flow with (a) a measure of goodput and (b) the TCP-
compatible measure.
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Figure 6: Simulated topology.

groups is strongly reduced. However, the LRs observed re-
main high. For example, the LAN 4’s client observe an av-
erage LR of 30% between 240 seconds and 300 seconds.
This is due to the fact that during this time interval, the
receiver of LAN 1 (bottleneck rate of 512 Kbps) has sub-
scribed to the first enhancement layer (EL1), hence the rate
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MPEG-4 version 1

Figure 7: Rate-distortion model of the FGS video source.

of this layer is higher than the bottleneck rate of the LAN
4’s clients. In this case, the GB-SARC algorithm does not
permit a reliable bandwidth estimation for the LAN 4’s
clients. As expected, the quality of the received video suf-
fers from the high LRs and the obtained PSNR values are
relatively low. Finally, another important drawback is that
during the corresponding period, the rate constraints given
to the FGS video streaming server are very unstable (see
Figure 10).
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Figure 9: SAMM-like throughput versus real goodput measure, LR, and subscription level obtained for (a) a LAN 2’s client (link 768 Kbps)
and (b) a LAN 4’s client (link 384 Kbps).
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Figure 10: Rate variations for each layer of the FGS video source
with the GB-SARC approach.
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Figure 11: Rate variations for each layer of the FGS video source
with the TCPF-SARC approach.

With the TCPF-SARC algorithm (cf. Figures 11 and
14), the sending rates of the different layers follows closely
the variations of the bottleneck rates of the different links.
This leads to stable sessions with low LRs and with a re-
stricted number of irrelevant subscriptions and unsubscrip-
tions to multicast groups. The comparison of the PSNR
curves in Figure 14 reveals a gain of at least db for LAN 2
with respect to LAN 4. This evidences the interest of such
multilayered rate control algorithm in a multicast hetero-
geneous environment. Notice that the peaks of instanta-
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Figure 12: Rate variations for each layer of the FGS video source
with the TCPF-SARC + FEC approach.

neous LRs observed result from a TCP-compatible predic-
tion which occasionally exceeds the bottleneck rate. Also,
in Figure 14b, the LR observed over the time interval from
140 to 240 seconds remains constant and relatively high.
This comes from the fact that, in the presence of compet-
ing traffic, the bottleneck rate available for the video source
is lower than the rate of the BL which in the particular case
of an FGS source is maintained constant in average (e.g.,
256 Kbps).

The FEC permits improving slightly the PSNR perfor-
mances, especially for the receivers of LAN4 (cf. Figure 15b).
It can be seen on Figure 12 that the usage of FEC however
leads to a bit more unstable behavior, that is, to higher rate
fluctuations of the different layers of the FGS source.

8. CONCLUSION

In this paper, we have presented a new multicast multilayered
congestion control protocol called SARC. This algorithm re-
lies on an FGS layered video transmission system in which
the number of layers, their rate, as well as their level of pro-
tection are adapted dynamically in order to optimize the end-
to-end QoS of a multimedia multicast session. A distributed
clustering mechanism is used to classify receivers according
to the packet LR and the bandwidth estimated on the path
leading to them. Experimentation results show the ability of
the mechanism to track fluctuation of the available band-
width in the multicast tree, and at the same time the capac-
ity to handle fluctuating LRs. We have shown also that using
LR and TCP-compatible measures as discriminative variables
in the clustering mechanism leads to higher overall PSNR
(hence QoS) performances than using the LR and goodput
measures.
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Figure 13: GB-SARC throughput versus real goodput measure, LR, subscription level, and PSNR obtained for (a) a LAN 2’s client (link
768 Kbps) and (b) a LAN 4’s client (link 384 Kbps).
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Figure 14: TCPF-SARC throughput versus real goodput measure, LR, subscription level, and PSNR obtained for (a) a LAN 2’s client (link
768 Kbps) and (b) a LAN 4’s client (link 384 Kbps).
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Figure 15: TCPF-SARC throughput with FEC versus real goodput measure, LR, subscription level, and PSNR obtained for (a) a LAN 2’s
client (link 768 Kbps) and (b) a LAN 4’s client (link 384 Kbps).
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Jérôme Viéron received his M.S. degree in
computer science from the University of
Rennes, France, in 1999. From 1999 to 2003,
he was pursuing his Ph.D. works at IN-
RIA. He received his Ph.D. degree in com-
puter science from the University of Rennes,
France, in 2003. Currently he is with the
Corporate Research Center of Thomson
Multimedia R&D in Rennes, France. He
works in the Multimedia Streaming & Stor-
age Lab. His research interests are new generation scalable video
compression for TV, HDTV, and digital cinema.

Thierry Turletti received his M.S. and
Ph.D. degrees in computer science, both
from the University of Nice Sophia-
Antipolis, France, in 1990 and 1995,
respectively. He has done his Ph.D. studies
in the RODEO group at INRIA Sophia
Antipolis. During 1995–1996, he was a
Postdoctoral Fellow in the Telemedia,
Networks and Systems Group at the MIT
Laboratory for Computer Science (LCS),
Massachusetts Institute of Technology (MIT). He is currently a
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Video streaming over wireless networks faces challenges of time-varying packet loss rate and fluctuating bandwidth. In this paper,
we focus on streaming precoded video that is both source and channel coded. Dynamic rate shaping has been proposed to “shape”
the precompressed video to adapt to the fluctuating bandwidth. In our earlier work, rate shaping was extended to shape the channel
coded precompressed video, and to take into account the time-varying packet loss rate as well as the fluctuating bandwidth of the
wireless networks. However, prior work on rate shaping can only adjust the rate coarsely. In this paper, we propose “fine-grained
rate shaping (FGRS)” to allow for bandwidth adaptation over a wide range of bandwidth and packet loss rate in fine granularities.
The video is precoded with fine granularity scalability (FGS) followed by channel coding. Utilizing the fine granularity property
of FGS and channel coding, FGRS selectively drops part of the precoded video and still yields decodable bitstream at the decoder.
Moreover, FGRS optimizes video streaming rather than achieves heuristic objectives as conventional methods. A two-stage rate-
distortion (RD) optimization algorithm is proposed for FGRS. Promising results of FGRS are shown.

Keywords and phrases: fine-grained rate shaping, rate shaping, fine granularity scalability, rate-distortion optimization, video
streaming.

1. INTRODUCTION

Due to the rapid growth of wireless communication, video
over wireless network has gained a lot of attention [1, 2, 3].
However, wireless network is hostile for video streaming be-
cause of its time-varying error rate and fluctuating band-
width. Wireless communication often suffers from multipath
fading, intersymbol interference, and additive white Gaus-
sian noise, and so forth; thus, the error rate varies over time.
In addition, the bandwidth of the wireless network is also
time varying. Therefore, it is important for a video stream-
ing system to address these issues.

Joint source-channel coding (JSCC) techniques [4, 5] are
often applied to achieve error-resilient video transport with
online coding. Given the bandwidth requirement, the joint
source-channel coder seeks the best allocation of bits for the
source and channel coders by varying the coding parameters.
However, JSCC techniques are not suitable for streaming pre-
coded video. The precoded video is both source and chan-
nel coded prior to transmission. The network conditions are
not known at the time of coding. “Rate shaping,” which was

called dynamic rate shaping (DRS) in [6, 7, 8], was proposed
to solve the bandwidth adaptation problem. DRS “shapes,”
that is, reduces the bit rate of the single-layered pre source
coded (pre-compressed) video to meet the real-time band-
width requirement. DRS adapts the bandwidth by dropping
either high-frequency coefficients of each block or by drop-
ping several blocks in a frame.

To protect the video from transmission errors, source
coded video bitstream is often protected by forward error
correction (FEC) codes [9]. Redundant information, known
as parity bits, is added to the original source coded bits,
assuming that systematic codes are adopted. Conventional
DRS did not consider shaping for the parity bits in addi-
tion to the source coding bits. In our earlier work, we ex-
tended rate shaping for streaming the precoded video that
is both pre-source-and-channel coded [10]. Such a scheme
was called “baseline rate shaping (BRS).” BRS can be ap-
plied to precoded video that is source coded with H.263 [11],
MPEG-2 [12], or MPEG-4 [13] scalable coding and chan-
nel coded with Reed-Solomon codes [9] or rate-compatible
punctured convolutional (RCPC) codes [14]. By means of
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Figure 1: System diagram of the precoding process: scalable encoding followed by FEC encoding.

discrete rate-distortion (RD) combination, BRS chooses the
best state, which corresponds to a certain way to drop part of
the precoded video, to satisfy the bandwidth constraint.

The state chosen by BRS, however, only allows for coarse
bandwidth adaptation capability. In this paper, we adopt
MPEG-4 fine granularity scalability (FGS) [15] for source
coding, and erasure codes [9, 16] for FEC coding. Unlike
conventional scalability modes such as signal-to-noise ratio
(SNR) scalability, MPEG-4 FGS generates a bitstream that is
partially decodable over a wide range of bit rates. The more
bits the FGS decoder receives, the better the decoded video
quality is. On the other hand, it has been known that erasure
codes are still decodable if the number of erasures is within
the error/loss protection capability of the codes. Therefore,
the proposed “fine-grained rate shaping (FGRS),” which is
based on the fine granularity property of FGS and erasure
codes, allows for fine rate shaping. Moreover, the proposed
FGRS optimizes video streaming rather than achieves heuris-
tic objectives such as unequal packet loss protection (UPP).
A two-stage (RD) optimization algorithm is proposed. Note
that FGRS focuses on the transport aspect as opposed to the
coding aspect of video streaming.

The two-stage RD optimization is designed to find the
solution fast and optimally. In Stage 1, a model-based hy-
persurface is trained with a small set of rate and distortion
pairs to approximate the relationship between all rate and
distortion pairs. The solution of Stage 1 can be found in the
intersection in which the hypersurface meets the bandwidth
constraint. In Stage 2, the near-optimal solution from Stage 1
is refined with the hill-climbing-based approach. We can see
that Stage 1 aims to find the optimal solution globally with
the model-based hypersurface and Stage 2 refines the solu-
tion locally.

This paper is organized as follows. In Section 2, we intro-
duce BRS for bandwidth adaptation of the precoded video,
which is both scalable and FEC coded. Discrete RD combi-
nation algorithm is applied to deliver the best video quality.
In Section 3, FGRS is proposed for streaming the FEC coded
FGS bitstream. We first formulate the RD optimization prob-
lem then provide a two-stage RD optimization algorithm to
solve the problem. In Section 4, experiments are carried out
to show the superior performance of the proposed FGRS.
Concluding remarks are given in Section 5.

2. BASELINE RATE SHAPING

We propose to use BRS to reduce the bit rate of the precoded
video, which is both source and channel coded, given the

Baseline rate
shaper (BRS)

Baseline rate
shaper (BRS)
Baseline rate
shaper (BRS)

Network conditions

Precoded
video

Baseline rate
shaper (BRS)

Wireless
network

Figure 2: Streaming of the precoded video with BRS.

time-varying error rate and bandwidth. Unlike JSCC tech-
niques that allocate the bits for the source and channel coders
by varying the coding parameters, BRS performs bandwidth
adaptation for the precoded video at the time of delivery. BRS
decision, as to select which part of the precoded video to
drop, varies from time to time. There is no need to reen-
code as JSCC with different source and channel coder param-
eters at later time with a different channel condition. Only a
different BRS decision needs to be made for the same bit-
stream. In addition, rate shaping can be applied to adapt to
the network condition of each link along the path of trans-
mission from the sender to the receiver. This is in particular
suitable for wireless video streaming since wireless networks
are heterogeneous in nature. One single joint source-channel
coded bitstream cannot meet the needs of all the links along
the path of transmission. Rate shaping can optimize video
streaming for each link.

We start by giving the system description of BRS then
provide the algorithm for RD optimization.

2.1. System description of video streaming
with baseline rate shaping

Video streaming consists of three stages from the sender to
the receiver: (i) precoding, (ii) streaming with rate shaping,
and (iii) decoding, as shown in the following from Figure 1
to Figure 3.

The precoding process (Figure 1) refers to source cod-
ing using scalable video coding [11, 12, 13] and FEC coding.
Scalable video coding yields prioritized video bitstream. The
concept of rate shaping works for any prioritized video bit-
stream in general.1 Without loss of generality, we consider
SNR scalability. Reed-Solomon codes [9] are used as the FEC
codes in this paper.

1For example, in DRS [6], bits that carry the information of the low-
frequency DCT coefficients are ranked with high priorities in the video
bitstream, as opposed to the ones that carry the information of the high-
frequency DCT coefficients. By means of data partitioning, the single-
layered nonscalable coded bitstream can have different priorities among dif-
ferent segments of the video bitstream.
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Figure 3: System diagram of the decoding process: FEC decoding followed by scalable decoding.

(a) (b) (c) (d) (e) (f) (g)

Figure 4: (a) All four segments of the precoded video and (b)–(g)
valid states of BRS: (b) state (0, 0), (c) state (1, 0), (d) state (1, 1), (e)
state (2, 0), (f) state (2, 1), and (g) state (2, 2).

In Figure 2, the pre-source-and-channel coded bitstream
is then passed through BRS to adjust its bit rate before being
sent to the wireless network. BRS will perform bandwidth
adaptation considering the given packet loss rate in an RD
optimized manner. The distortion here is described by the
mean square error (MSE) of the decoded video. Packet loss
rate, instead of bit error rate (BER), is considered since the
shaped precoded video will be transmitted in packets.

The decoding process (Figure 3) consists of FEC decod-
ing followed by scalable decoding. The task of rate shaping is
performed in the sender and/or midway gateways/routers.

2.2. Discrete rate-distortion optimization algorithm

BRS reduces the bit rate of each decision unit of the precoded
video before it sends the precoded video to the wireless net-
work. A decision unit can be a frame, a macroblock, and so
forth, depending on the granularity of the decision. We use a
frame as the decision unit herein. BRS performs two kinds of
RD optimizations with (i) mode decision and (ii) discrete RD
combination, depending on how much delay the rate shap-
ing decisions can allow. We will discuss both mode decision
and discrete RD combination in the following.

(a) BRS by mode decision

We consider the case in which the video is scalable coded into
two layers: one base layer and one enhancement layer. These
two layers are FEC coded with UPP. That is, the base layer
is FEC coded with stronger packet loss protection. There-
fore, there are four segments in the precoded video. The
first segment consists of the bits of the base layer video bit-
stream (upper-left segment of Figure 4a). The second seg-
ment consists of the bits of the enhancement layer video bit-
stream (upper-right segment of Figure 4a). The third seg-
ment consists of the parity bits for the base layer video bit-
stream (lower-left segment of Figure 4a). The fourth seg-
ment consists of the parity bits for the enhancement layer
video bitstream (lower-right segment of Figure 4a). BRS de-
cides a subset of the four segments to send. Note that some

constraints need to be imposed for a valid subset. For exam-
ple, if the segment that consists of the parity bits for the base
layer video bitstream is selected, the segment that consists of
the bits of the base layer video bitstream must be selected as
well. In the case of two layers of video bitstream, six valid
combinations are shown in Figures 4b, 4c, 4d, 4e, 4f, and 4g.
We call each valid combination a state. Each state is repre-
sented by a pair of integers (x, y), where x is the number of
segments selected counting from the segment consisting of
the bits of the base layer, and y is the number of segments se-
lected counting from the segment consisting of the parity bits
for the base layer. Note that x counts from the base layer be-
cause the enhancement layer cannot be decoded without the
base layer; y counts from the base layer because the base layer
needs to be protected by parity bits more than the enhance-
ment layer. The two integers x and y satisfy the relationship
of x ≥ y.

Each state has its RD performance represented by a dot
in the RD map, such as the ones shown in Figures 5a and
5b. The state constellations are different for different frames
because of variations in video content and packet loss rate
for different frames. If the bandwidth requirement is “B” for
each frame, BRS performs mode decision by selecting the
state that has the least distortion. For example in Figure 5,
state (1, 1) of Frame 1 and state (2, 0) of Frame 2 are chosen.

(b) BRS by discrete RD combination

By allowing some delay in making the rate shaping decision,
BRS can optimize video streaming with a better overall qual-
ity. By allowing some delay, we mean to accumulate the to-
tal bandwidth for a group of pictures (GOP) and to allocate
the bandwidth intelligently among frames in a GOP. Video
is typically coded with variable bit rate in order to maintain
a constant video quality. We want to allocate different num-
bers of bits for different frames in a GOP to utilize the total
bandwidth more efficiently.

Assume that there are F frames in a GOP and the total
bandwidth budget for these F frames isC. Let x(i) be the state
(represented by a pair of integers mentioned in (a)) chosen
for frame i, and let Di,x(i) and Ri,x(i) be the resulting distortion
and rate allocated at frame i, respectively. The goal of the rate
shaper is to minimize

F∑
i=1

Di,x(i) (1)

subject to

F∑
i=1

Ri,x(i) ≤ C. (2)
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Figure 5: RD maps of (a) Frame 1, (b) Frame 2.
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Figure 6: Discrete RD combination algorithm: (a) and (b) elimination of states inside the convex hull of each frame, and (c) allocation of
rate to the frame m that utilizes the rate more efficiently.

The discrete RD combination algorithm [10, 17] finds
the solution by first eliminating the states that are inside the
convex hull (Figures 6a and 6b) for each frame. The algo-
rithm then allocates the rate step by step to the frame that
utilizes the rate more efficiently. That is, among frame m and
frame n, if frame m gives a better ratio than frame n regard-
ing distortion decrease over rate increase by moving from the
current state u(m) to the next state u(m) + 1, then the rate is
allocated to frame m (the next state u(m)+1 of frame m is cir-
cled in Figure 6c) from the available total bandwidth budget.
The allocation process continues until the total bandwidth
budget has been consumed completely.

3. FINE-GRAINED RATE SHAPING (FGRS)

As mentioned, BRS performs the bandwidth adaptation for
the precoded video by selecting the best state of each frame
at any given packet loss rate. Since the packet loss rate and
the bandwidth at any given time could lie in any value over
a wide range of values, we want to extend the notion of
rate shaping to allow for finer grained decisions. There then
prompts the need for source and channel coding techniques
that offer fine granularities in terms of video quality and
packet loss protection, respectively.

I B P B P

Enhancement
layer

Base layer I B P B P

Figure 7: Dependency graph of the base layer and FGS enhance-
ment layer. Base layer has temporal prediction with P and B frames.
Enhancement layer is encoded with reference to the base layer only.

FGS has been proposed to provide bitstreams that are still
decodable when truncated at any byte interval. That is, FGS
enhancement layer bitstream is decodable at any rate pro-
vided with an intact base layer bitstream. With such a prop-
erty, FGS was adopted by MPEG-4 for streaming applications
[15]. Figure 7 illustrates two layers of video bitstream: the
base layer and the FGS enhancement layer. The base layer is
predictive coded while the FGS enhancement layer only uses
the corresponding base layer as the reference.

On the other hand, it has been known that the era-
sure codes provide “fine-grained” packet loss protection with
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more and more symbols2 received at the FEC decoder [9, 16].
The “shaped” erasure code is still decodable if the number
of erasures/losses from the transmission is no more than
dmin−1 (number of unsent symbols), where dmin is the min-
imum distance of the code. An erasure code can success-
fully decode the message with the number of erasures up
to dmin − 1, considering both the unsent symbols and the
losses taken place in the transmission. Therefore, the more
symbols are sent, the better the sent bitstream can cope with
the losses. In this paper, we use Reed-Solomon codes as the
erasure codes as mentioned in Section 2. In Reed-Solomon
codes, dmin − 1 equals n − k, where k is the message size in
symbols and n is the code size in symbols. Thus, the partial
code with size r ≤ n is still decodable if the number of losses
from the transmission is no more than r − k.

3.1. System description of video streaming
with fine-grained rate shaping

Similar to BRS, there are three stages for transmitting the
video from the sender to the receiver: (i) precoding, (ii)
streaming with rate shaping, and (iii) decoding, as shown in
Figures 8, 9, and 10.

Through MPEG-4 encoding, two layers of bitstream are
generated: one base layer and one FGS enhancement layer
(Figure 7). We will consider hereafter the bandwidth adapta-
tion and packet loss resilience for the FGS enhancement layer
bitstream only, assuming that the base layer bitstream is re-
liably transmitted as shown in Figure 9b or is considered by
approaches outside the scope of this paper. The general rule
is to perform enhancement layer bandwidth adaptation after
the base layer is reliably transmitted. The enhancement layer
bitstream will not enhance the quality of the video if its ref-
erence base layer is corrupted. Otherwise, a drift prevention
remedy is needed.

Recalling that we use a frame as the decision unit, we look
at the FGS enhancement layer bitstream of a frame. FGS en-
hancement layer bitstream consists of bits of all the bit planes
of this frame. The most significant bit plane (MSB plane) is
coded before the less significant bit planes until the least sig-
nificant bit plane (LSB plane). In addition, since the data in
each bit plane is variable-length coded (VLC), if some part of
a bit plane is corrupted (due to packet losses), the remaining
part of the bit plane becomes undecodable. Bits at the begin-
ning of the enhancement layer bitstream of a frame is more
important than the following bits.

Before appending the parity symbols to the FGS en-
hancement layer bitstream, we first divide all the symbols (in
this paper, each symbol consists of 14 bits) for this frame
into several sublayers (Figure 11a). The way to divide the
symbols into sublayers is arbitrary except that the later sub-
layers are longer in length than the previous ones, that is
k1 ≥ k2 ≥ · · · ≥ kh, since we want to achieve UPP. A natural
way to construct the sublayers is to let Sublayer 1 consist of

2“Symbols” are used instead of “bits” since the FEC codes use a symbol
as the encoding/decoding unit. In this paper, we use 14 bits for one symbol.
The selection of the symbol size in bits depends on the user.

symbols of the MSB plane, Sublayer 2 consist of symbols of
the MSB-1 plane, . . . , and Sublayer h consist of symbols of
the LSB plane. Each sublayer is then FEC encoded with era-
sure codes to the same length n (Figure 11b). The lower por-
tions of the stripes in Figure 11b consist of the parity sym-
bols. The precoded video is stored and can be used later at
the time of delivery.

At the transport stage, FEC coded FGS bitstream is
passed through FGRS for bandwidth adaptation, given the
current packet loss rate. Note that FGRS is different from
JSCC-like approaches, which perform FEC encoding for the
FGS bitstream at the time of delivery with a bit alloca-
tion scheme that achieves certain objectives, as proposed by
Radha and van der Schaar [18, 19, 20] and Yang et al. [21].
That is, FGRS focuses on the transport aspect as opposed to
the coding aspect. Moreover, FGRS optimizes video stream-
ing rather than achieves certain objectives. We will elaborate
on the optimization algorithm taken later.

3.2. Fine-grained rate shaping

With the precoded video, bandwidth adaptation can be im-
plemented naively by dropping the symbols in the order
shown in Figure 12a. Given a certain bandwidth require-
ment for this frame, Sublayer 1 has more parity symbols
kept than Sublayer 2 and so on. Shaped bitstream with such
a bandwidth adaptation scheme has UPP to the sublayers.
We will refer to this method as “UPPRS” herein. However,
such UPPRS scheme might not be optimal. We propose
FGRS (Figure 12b) for bandwidth adaptation given the cur-
rent packet loss rate. The darken bars in Figure 12b are se-
lected to be sent by FGRS.

We start from the problem formulation. A FGS enhance-
ment layer bitstream provides better and better video quality
as more and more sublayers are correctly decoded. In other
words, the total distortion is decreased as more sublayers are
correctly decoded. With Sublayer 1 correctly decoded, we re-
duce the total distortion by G1 (accumulated gain is G1); with
Sublayer 2 correctly decoded, we reduce the total distortion
further by G2 (accumulated gain is G1 + G2), and so on. If
Sublayer i is corrupted, the following Sublayers i + 1, i + 2,
and so forth, become undecodable. Note that gain Gi of Sub-
layer i can either (i) be calculated, given the FGS bitstream,
after performing partial decoding; or (ii) be embedded in the
bitstream as the “metadata.” Gain Gi of Sublayer i is different
for every frame.

Since the precoded video is transmitted over error prone
wireless networks, sublayers are subject to loss and have cer-
tain recovery rates given a particular rate shaping decision.
The expected accumulated gain is then

G =
h∑
i=1

(
Gi

i∏
j=1

vj

)
, (3)

where h is the number of sublayers of this frame and vj is
the recovery rate of Sublayer j, which is a function of r j as
will be shown later. Sublayer j is recoverable (or successfully
decodable) if the number of erasures resulting from the lossy
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Figure 10: System diagram of the decoding process: FEC decoding followed by FGS decoding.
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Figure 11: Precoded video: (a) FGS enhancement layer bitstream
in sublayers and (b) FEC coded FGS enhancement layer bitstream.

transmission is no more than r j − kj ; kj is the message (the
symbols from the FGS bitstream) size of Sublayer j, and r j is
the number of symbols selected to be sent for Sublayer j. The
recovery rate vj is the summation of the probabilities that no

loss occur, one erasure occurs, and so on until r j−kj erasures
occur:

vj =
r j−kj∑
l=0

p{l}, j = 1 ∼ h, (4)

where l is the number of erasures that occur. If each erasure
occurs as a Bernoulli trial with probability em, the probability
of having l erasures out of r j symbols is

p{l} =
(
r j
l

)(
em
)l(

1− em
)r j−l . (5)

The symbol loss rate can be derived from the packet loss rate
as em = 1− (1− ep)m/s, where s is the packet size and m is the
symbol size in bits. Depending on the error model (Bernoulli
trial, two-state Markov model, etc.), (5) can be replaced with
different probability functions.

By choosing different combinations of the number of
symbols for each sublayer, the expected accumulated gain
will be different. The rate-shaping problem can then be for-
mulated as follows: maximize

G =
h∑
i=1

(
Gi

i∏
j=1

vj

)
(6)
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Figure 12: Bandwidth adaptation with (a) UPPRS and (b) FGRS.
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Figure 13: Intersection of the model-based hypersurface (dark sur-
face) and the bandwidth constraint (gray plane), illustrated with
h = 2.

subject to

h∑
i=1

ri ≤ B. (7)

To solve the problem, an exhausted search on all possi-
ble combinations of r = [r1 r2 · · · rh] or hill-climbing-
based approaches as described in [22, 23, 24], where RD op-
timization is made for automatic repeat request (ARQ) deci-
sions, can be performed. We propose in this paper a two-
stage RD optimization algorithm. The two-stage RD opti-
mization algorithm first finds the near-optimal solution fast.
The near-optimal solution is then refined by the hill climb-
ing approach. The proposed two-stage RD optimization is
different from [22, 23, 24] in three folds. First, the model-
based Stage 1 allows us to examine fewer samples from all
operational RD states. Only a small set of samples are needed
to train the model needed for RD optimization. Second,
the proposed distortion measure (or “expected accumulated
gain” in the terminology of the paper) accounts for the ef-
fects of packet loss as well as the channel codes by means
of recovery rates. Finally, the proposed two-stage RD op-
timization algorithm can avoid the problem that the solu-
tion could be trapped in the local maximum or reach the
local maximum too slow. Due to the complexity consider-
ation, Stage 2 can be skipped. Stage 1 does not just serve as a
simple initialization stage. It can already find a near-optimal
solution.

Packetization is performed after rate shaping. That is,
symbols are grouped into packets after the decision of
r = [r1 r2 · · · rh] has been made. Similar packetization
method can be found in [20], while [25] applied bit errors
on the bitstream directly. The packets can be sent with “user
datagram protocol (UDP)” [26]. It is assumed that any error
in the packet will result in a packet loss. More considerations
on packetization can be found in UDP-Lite [27]. This pa-
per focuses on rate shaping, assuming that the network con-
dition is provided regardless of which specific packetization
method is used.

(1) Two-stage RD optimization: Stage 1

We can see from (3) and (4) that the expected accumulated
gain G is related to r = [r1 r2 · · · rh] implicitly through
the recovery rates v = [v1 v2 · · · vh]. We can instead find
a model-based hypersurface that explicitly relates r and G.
The model parameters can be trained from a set of training
data (r,G), where r values are chosen by the user andG values
can be computed from (3) and (4). The optimal solution is in
the intersection (Figure 13) in which the model-based hyper-
surface meets the bandwidth constraint. A complex model,
with a lot of parameters, can be used to describe as close as
possible the true distribution of the RD states. The solution
obtained with this model will be as close to optimal as possi-
ble. However, the number of (r,G) pairs needed to train the
model-based hypersurface increases with the number of pa-
rameters.

In this paper, we use a quadratic equation to describe the
relation between r and G as follows:

Ĝ =
h∑
i=1

air
2
i +

h∑
i, j=1, i�= j

bi j rir j +
h∑
i=1

ciri + d. (8)



FGRS for Video Streaming over Wireless Networks 183

To distinguish the hypersurface modeled Ĝ from the real ex-
pected gain G, we denote the former with a “head” sign. The
model parameters ai, bi j , ci, and d are trained differently for
each frame. They can be solved by surface fitting with a set of
training data (r,G) obtained by (3) and (4). For example, the
parameters can be computed by



ai’s
bi j ’s
ci’s
d


 = (RTR

)−1
RT




1G
2G
...

ΞG


 , (9)

where the left super index of G is the index of the training
data and R is a matrix consisting Ξ rows of (r2

i ’s, rir j ’s, ri’s, 1).
The complexity of computing ai’s, bi j ’s, ci’s, and d relates

to the number of parameters h2 + h + 1 and the number of
training data Ξ, using (9). Note that the number of train-
ing data Ξ is in general much greater than the number of
parameters h2 + h + 1. Thus, a more complex model, such
as a third-order model with h3 + h2 + h + 1 parameters, is
not suitable since it requires much more training data than a
quadratic model. In addition, second-order Taylor expansion
can nicely approximate most functions. Equation (8) can
be seen as a second-order approximation to (3). To reduce
the computation complexity in reality, we can also choose a
smaller h if the precoding process is also under our control
(which is outside the scope of the rate shaper).

With (8), the near-optimal solution can be obtained by
the use of Lagrange multiplier as follows:

J =
( h∑

i=1

air
2
i +

h∑
i, j=1, i�= j

bi j rir j +
h∑
i=1

ciri + d

)

+ λ

( h∑
i=1

ri − B

)
.

(10)

By ∂J/∂ri = 0, we get

ri = −1
2ai


 h∑

j=1, j�=i
bi j r j + ci + λ


, (11)

where

λ =
2B +

∑h
i=1

(
1/ai

)(∑h
j=1, j�=i bi j r j + ci

)
−∑h

i=1

(
1/ai

) . (12)

The near-optimal solution can be solved recursively using
(11) and (12), starting from the initial condition that all sub-
layers are allocated with equal number of symbols, r1 = r2 =
· · · = rh = B/h.

(2) Two-stage RD optimization: Stage 2

Stage 1 of the two-stage RD optimization gives a near-
optimal solution. The solution can be refined by a hill-
climbing-based approach (Algorithm 1). The solution from
Stage 1 is perturbed in Stage 2 in order to yield a larger ex-

While (stop == false)
zi = ri for all i = 1 ∼ h
For ( j = 1; j <= h; j + +)

For (k = 1; k <= h; k + +)
zk = zk + delta for k == j //Increase sublayer j
zk = zk − delta /(h− 1) for k! = j //Decrease others

End
Evaluate Gj

End
Find the j� with the largest Gj� .
For (i = 1; i <= h; i + +)

ri = ri + delta for i == j�

ri = ri − delta /(h− 1) for i! = j�

End
Calculate the stop criterion.

End

Algorithm 1: Pseudocodes of hill-climbing algorithm.
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Figure 14: Two-state Markov chain for bit error simulation.
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pected accumulated gain. The process can be iterated until
the solution reaches a stopping criterion such as the conver-
gence.

The idea of allocating bandwidth optimally for sublayers
can be extended to a higher level to allocate bandwidth effi-
ciently among frames in a GOP. The problem formulation is
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Figure 16: Network conditions: bandwidth and packet loss rate
fluctuations.

slightly different from the original (6) as follows: maximize

G =
F∑

m=1

[ h∑
i=1

(
Gmi

i∏
j=1

vmj

)]
(13)

subject to

F∑
m=1

h∑
i=1

rmi ≤ C, (14)

where F is the number of frames in a GOP. FGRS will incur
delay with duration of F frames if it allows for optimization
among frames in a GOP.

To summarize, the proposed FGRS achieves the best
streaming performance for FEC coded FGS bitstream with
the two-stage RD optimization. The two-stage RD opti-
mization obtains the optimal solution by first finding the
near-optimal solution, then refining the solution with a hill-
climbing-based approach.

4. EXPERIMENT

We start by describing the wireless network simulation for
the experiment. We then compare the proposed FGRS with
the naive UPPRS described in Figure 12a.

4.1. Experiment setup

Wireless networks are generally associated with time-varying
packet loss rate and fluctuating bandwidth. The packet loss
rate and bandwidth vary at each time interval. We simulate
random bandwidth fluctuation according to an autoregres-
sive (AR) process [28] and use a two-state Markov model
[29, 30] to simulate the bursty bit errors. The two-state
Markov model is also adopted by [31, 32]. “Good” and “Bad”
in Figure 14 correspond to error free and erroneous states
of a bit, respectively. The BER eb is related to the transition
probabilities p and q by eb = p/(p + q).

Since the coded bitstream is transmitted in packets, let us
look at how the packet loss rate ep relates to the transition

Table 1: PSNR gains in Y, U, and V components with sequences
Akiyo, Foreman, and Stefan.

PSNR gain (dB) Y component U component V component

Akiyo 1.38 1.28 0.87

Foreman 0.86 0.44 0.52

Stefan 0.76 0.34 0.38

probability p and the BER eb. With BER eb, transition prob-
ability p, and packet size s, the packet loss rate of the s-bit
packet is

ep = 1− (1− eb
)
(1− p)s−1. (15)

We observe two properties from (15) given the same BER
eb: (i) the smaller the transition probability p, the smaller
the packet loss rate ep, and (ii) the smaller the packet size s,
the smaller the packet loss rate ep. These two properties are
shown in Figure 15 with eb = 10−4.

Besides the two properties we have just seen, it is also
known that to detect the loss of packets, some information
such as the packet number has to be added to each packet.
The smaller the packet is, the heavier the overhead is. There-
fore, it is a trade-off between the selection of the packet size
and the resulting packet loss rate. We use s = 280 (bits) in
this paper. Users can select the packet size s according to real
system consideration using (15).

The time-varying bandwidth is simulated pseudoran-
domly according to an AR process. The bandwidth available
at current time t is fed to FGRS optimization of time t + 1 in
order to simulate the delay nature of the network feedback.
Such delay in feedback will not affect too much the perfor-
mance since the bandwidth requirements of the two consec-
utive frames are closely related, given the AR assumption. Ex-
ample traces of simulated packet loss rate and bandwidth ob-
served at the rate shaper are shown in Figure 16. The packet
loss rate is plotted using the line and the bandwidth is illus-
trated using the vertical bars. Each interval in the axis of time
index represents 0.33 seconds.

The test video sequences are “Akiyo,” “Foreman,” and
“Stefan” in common intermediate format (CIF) (Figures 17a,
17b, and 17c). The frame rate is three frames/s.

4.2. Experiment result

Results for sequence Akiyo are shown in Figures 18 and 19.
Results for sequence Foreman is shown in Figures 20 and
21. Results for sequence Stefan is shown in Figures 22 and
23. The overall PSNR performance for all the three test se-
quences are listed in Figure 24 and Table 1. Results for differ-
ent wireless channel conditions are shown in Figure 25.

Figures 18, 20, and 22 show how bit allocation with UP-
PRS and FGRS is done in bytes (converted from number of
symbols) for each sublayer. After bit allocation, the number
of symbols to send is constrained to be at least ki for each
sublayer (i.e., to satisfy ri ≥ ki) by moving the number of
symbols allocated for the higher sublayers to the lower layers
that does not satisfy ri ≥ ki as shown in Algorithm 2.
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(a) (b) (c)

Figure 17: Test video sequences in CIF: (a) Akiyo, (b) Foreman, and (c) Stefan.
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Figure 18: Sublayer byte allocations with sequence Akiyo by (a) UPPRS and (b) FGRS.

With limited bandwidth, FGRS allocates enough bytes to
Sublayer 1 (indicated as sub 1 in the figures) first, than to
Sublayer 2, and so on. Allocating enough bytes to a sublayer
means providing enough packet loss protection, but not al-
locating too many bytes as to include too much redundancy.
The bit allocation process happens automatically by the pro-
posed two-stage RD optimization, considering the current
packet loss rate and the bandwidth requirement.

From the frame-by-frame PSNR performance in Fig-
ures 19, 21, and 23, we see that the proposed FGRS pro-
vides superior results to UPPRS. Comparing performance
with different sequences, the PSNR improvement of FGRS
over UPPRS is the most significant in sequence Akiyo, fol-
lowed by sequence Foreman and Stefan. Sequence Stefan is
the most challenging one with the most complex scene and
the highest motion. The source coding rates of the FGS en-
hancement layer bitstream of Akiyo, Foreman, and Stefan are
354.69 kbps, 747.74 kbps, and 975.70 kbps. Hence, given the

same amount of bits allocated by FGRS, the PSNR of se-
quence Stefan is the smallest among the three. Considering
the gain in the Y component, FGRS yields 0.76 dB to 1.38 dB
improvement compared to UPPRS as shown in Table 1.

To validate the performance of the proposed algorithm,
the performance in terms of the overall PSNR of the Y com-
ponents at various wireless channel conditions is shown in
Figure 25, where we consider a two-state Markov model at
various speeds and SNRs [29]. Figure 25a shows the 3D plots
of the overall PSNR. At all wireless channel conditions, FGRS
outperforms UPPRS.

Figure 25b shows the overall PSNR at various speeds at
SNR = 10 dB. Fixed SNR value gives the same BER of the
wireless channel. The higher the speed is, the more bursty the
bit error of the wireless channel is. In other words, the larger
the transition probability is. From the results, we see that the
PSNR drops as the speed increases. The higher the transi-
tion probability is, the higher the packet loss rate is, given
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Figure 19: Frame-by-frame PSNR of UPPRS and FGRS with se-
quence Akiyo: (a) PSNR of the Y component, (b) PSNR of the U
component, and (c) PSNR of the V component.

the same BER. Higher packet loss rate has the effect of re-
quiring more parity bits in the shaped bitstream, and higher
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Figure 20: Sublayer byte allocations with sequence Foreman by (a)
UPPRS and (b) FGRS.

probability of corrupting the packets that carries the shaped
bitstream, thus, the PSNR value is lower.

Figure 25c shows the overall PSNR at various SNRs at
speed = 10 km/h. Fixed speed gives the same burstiness of
the bit errors of the wireless channel. The larger the SNR is,
the smaller the BER is. We see from the results that the PSNR
value increases with SNR. Smaller packet loss rate then leads
to a higher PSNR.

Optimization for video streaming needs to be real time.
As mentioned, in the training process for the model-based
hypersurface, only a few number of operational RD states
need to be examined, which saves the time. Thus, the two-
stage RD optimization is preferred over the hill-climbing-
based approach. In addition, as mentioned in Section 3.2,
Step 2 can be skipped without too much performance degra-
dation.
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Figure 21: Frame-by-frame PSNR of UPPRS and FGRS with se-
quence Foreman: (a) PSNR of the Y component, (b) PSNR of the U
component, and (c) PSNR of the V component.

5. CONCLUSION

We proposed in this paper a novel FGRS approach to per-
form bandwidth adaptation for the precoded video, which
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Figure 22: Sublayer byte allocations with sequence Stefan by (a)
UPPRS and (b) FGRS.

is both FGS coded and FEC coded. FGRS utilizes the fine
granularity property of FGS and FEC. Moreover, FGRS op-
timizes video streaming rather than achieves heuristic ob-
jectives. A two-stage rate-distortion (RD) optimization al-
gorithm is used. The two-stage RD optimization algorithm
finds the solution efficiently. The proposed FGRS outper-
forms UPPRS.

The novelty of the paper lies in three aspects. Although
FGS has been proposed to provide fine granularity for pre-
compressed video, none of the prior works has shown how
to adapt the rate of the FGS bitstream that is protected by
the FEC codes. Note that related work performs FEC en-
coding for the FGS bitstream at the time of delivery. Sec-
ondly, we formulate the FGRS problem as an RD optimiza-
tion problem, while the work by van der Schaar and Radha
[20] is not optimized but to achieve a certain target recov-
ery rate. In addition, the distortion measure, which is called
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Figure 23: Frame-by-frame PSNR of UPPRS and FGRS with se-
quence Stefan: (a) PSNR of the Y component, (b) PSNR of the U
component, and (c) PSNR of the V component.
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Figure 24: Overall PSNR of UPPRS and FGRS with sequences
Akiyo, Foreman, and Stefan: (a) PSNR of the Y component, (b)
PSNR of the U component, and (c) PSNR of the V component.
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Figure 25: Performance (PSNR of the Y component) of all methods
at various wireless channel conditions for sequence Foreman: (a)
3D view of PSNR at various speeds and SNRs; (b) PSNR at various
speeds; (c) PSNR at various SNRs.

For (i = 1; i <= h; i + +)
If ri < ki
a = ki − ri
//the difference needed to satisfy ri > ki

b = c = 0
For ( j = h; j >= 1 & c < a; j −−)

b = rj > a ? a : rj
//the symbols got from Sublayer j

c+ = b
rj− = b

End
ri = ki

End
End

Algorithm 2: Pseudocodes satisfying ri ≥ ki after bit allocation.

“gain” in the paper, is derived from the current packet loss
rate in addition to the video characteristics. The gain is de-
fined as the expected gain given the current packet loss rate.
Prior work of DRS defines the distortion measure solely from
the video characteristics. Thirdly, the RD optimization prob-
lem is solved by the proposed two-stage RD optimization al-
gorithm, which can achieve the optimal solution fast. It is
crucial that optimization for video streaming is done in real
time.

Future work includes considering the smoothness crite-
rion in FGRS optimization such as [33] to smooth the fluc-
tuating PSNR resulted from the time-varying network con-
ditions. Such fluctuation is not inherent from the FGRS al-
gorithm. We can also investigate more the effect of outdated
network information on FGRS, in addition to the simulation
done in this paper by delaying the network bandwidth feed-
back. Moreover, deploying FGRS in a large network system,
such as the “end system multicast (ESM)” [34] system, can
be an exciting future research direction.
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SMART, the acronym of scalable media adaptation and robust transport, is a suite of compression and transmission technologies
for efficient, scalable, adaptive, and robust video streaming over the best-effort Internet. It consists of two indispensable parts:
SMART video coding and SMART video streaming. The SMART video coding part is an efficient DCT-based universal fine gran-
ularity scalable coding scheme. Since the SMART video coding scheme adopts multiple-loop prediction and drifting reduction
techniques at the macroblock level, it can achieve high coding efficiency at a wide range of bit rates. More importantly, it provides
all sorts of scalabilities, that is, quality, temporal, spatial, and complexity scalabilities, in order to accommodate heterogeneous
time-variant networks and different devices. The SMART video streaming part is a transport scheme that fully takes advantages
of the special features of the scalable bitstreams. An accurate bandwidth estimation method is first discussed as the prerequi-
site of network adaptation. Then, flexible error resilience technique and unequal error protection strategy are investigated to
enhance the robustness of streaming SMART bitstream. The SMART system shows excellent performances with regard to high
coding efficiency, flexible channel bandwidth adaptation, smooth playback, and superior error robustness in static and dynamic
experiments.

Keywords and phrases: video streaming, fine granularity scalability, video transmission, bandwidth estimation, error resilience,
unequal error protection.
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1. INTRODUCTION

With the recent developments in computing technology,
compression and transmission technologies, high-capacity
storage devices, and high-speed wired and wireless networks,
more and more users expect to enjoy high-quality multime-
dia services over the Internet [1, 2, 3]. In general, there are
two approaches to provide multimedia services on demand:
offline downloading and online streaming. Since the streaming
approach enables users to experience a multimedia presenta-
tion on the fly while it is being downloaded from the Inter-
net, it has prevailed in both the academia and the industry.
In virtue of the streaming techniques, users no longer have
to suffer from long and even unacceptable transport time for
full download.

Figure 1 exemplifies a typical scenario for streaming the
same content to users. Raw video sequences are usually com-
pressed in advance and then saved in the storage device.
Upon the client’s request, the streaming server retrieves com-
pressed bitstream from the storage device and delivers it
through the Internet that consists of many heterogeneous
subnetworks. Receivers may use different devices for decod-
ing, presenting the received video data at different resolu-
tions, different frame rates, and different qualities depending
on their connection speeds and device capabilities.

In fact, such multimedia streaming services create sev-
eral challenges which may lie in technical fields even beyond
video compression. These challenges mainly include but are
not limited to the following.

(1) Contents

Multimedia contents are huge and growing rapidly. For ex-
ample, only from RealNetworks Company’s statistics in 2001
[4], over 350 000 hours of live sports, music, news, and en-
tertainment contents were transmitted over the Internet ev-
ery week. Furthermore, there are several hundred thousand
hours of contents available on demand. To efficiently and ef-
fectively deliver such huge multimedia contents, advanced
compression and transmission technologies are crucial.

(2) Networks

The networks used to deliver multimedia contents are be-
coming more and more complicated and heterogeneous. Ad-
ditionally, unlike traditional dedicated networks, since the
general best-effort Internet lacks quality of service (QOS)
guarantee, network conditions themselves may be changing
from time to time. This requires that compressed multime-
dia contents are deliverable over different networks from nar-
rowband to broadband and from wired to wireless networks.
It also requires that the delivery mechanism is able to adapt
to network variations while providing a consistent user ex-
perience. In addition, since packet loss or channel error is
inevitable during transmission, advanced error control tech-
nologies are required to protect the transmitted data.

(3) Devices

End-user devices are also becoming very different in process-
ing power, memory, display resolution, and bandwidth. This

requires tailoring multimedia contents and delivery schemes
to best fit each device in order to provide the best possible
multimedia user experience.

A straightforward solution would be to independently
compress the same video sequence into many nonscalable
bitstreams for every possible bit rate, frame rate, resolution,
and device complexity. Actually, this solution has been exten-
sively applied to most of the commercial streaming products,
such as Windows Media Player system and Real Player sys-
tem [4, 5]. When a video sequence is retrieved, the streaming
server chooses an appropriate version of bitstream according
to actual connection speed and device capability, and then
transmits it to the user.

Obviously, video streaming systems based on the non-
scalable compression techniques have several problems in
taking the above challenges. Firstly, nonscalable video bit-
streams are not able to adapt to time-variant networks. Even
though switching among multiple nonscalable bitstreams is
allowed at some key frames that are either compressed with-
out prediction or coded with an extra lossless coded switch-
ing bitstream, such streaming systems only provide coarse
and sluggish capability in adapting to bandwidth variations
due to limitation in both the number of bitstreams and
the number of key frames. Some studies have tried to solve
this problem by switching at a special predictive frame, for
example, S frame in [6], SP frame in [7], and SF frame
in [8], which can reduce switching overhead and provide
more switching points at the same cost. Secondly, nonscal-
able video bitstream is very sensitive to transmitted errors
because almost every bit in the bitstream is very important
and indispensable for decoding a group of pictures (GOP).

On the other hand, the scalable media adaptation and
robust transport (SMART) system proposed in this paper is
based on scalable compression techniques and is able to pro-
vide efficient, adaptive, and robust video streaming over the
Internet. The core of the system is an efficient and universal
fine granularity scalable (FGS) video codec. It uses multiple
versions of references with increasing quality to make motion
prediction more accurate for improved coding efficiency. At
the same time, a drifting reduction technique is proposed to
prevent possible error propagation due to corrupted high-
quality references. When the two techniques are applied at
the macroblock level, the SMART system can achieve a good
trade-off between low drifting errors and high coding effi-
ciency. Besides efficient fine granularity quality scalability,
the SMART system supports efficient temporal and spatial
scalabilities by utilizing similar techniques. Furthermore, the
fine granularity scalability on complexity is also achieved by
adjusting the decoding resolution, frame rate, and bit rate.
In fact, the SMART system provides a universal scalable cod-
ing framework. For a sequence, the generated bitstreams can
be served to a vast range of applications from low bit rate to
high bit rate and from a PC device to a non-PC device with-
out complicated transcoding.

The SMART video streaming part is a transport scheme
that fully takes advantage of the special features of SMART
video bitstream. It first estimates the available channel
bandwidth through a hybrid model-based and probe-based
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Figure 1: An exemplified scenario for streaming video.

method. Afterward, the transmitted video bitstreams are
truncated to a bit rate that fits well in the estimated chan-
nel bandwidth. Since packet losses are inevitable in the gen-
eral Internet, error control mechanism is a key component
in this part. A flexible error resilience technique is proposed
to adaptively enhance the robustness of SMART video bit-
stream. In addition, the SMART system provides a layered
bitstream structure with a more important base layer and
less important enhancement layers. Forward error correction
(FEC) and automatic retransmission request (ARQ) tech-
niques are applied to the base layer so as to reduce packet
loss ratio and retransmission delay.

The rest of this paper is arranged as follows. Section 2
gives a brief overview of the SMART system. The SMART
video coding techniques are discussed in Section 3. Section 4
introduces the channel estimation method used in the
SMART system. The flexible error resilience technique and
unequal error protection are described in Section 5. The ex-
perimental results presented in Section 6 demonstrate the
advantages of the SMART system. Finally, Section 7 con-
cludes this paper.

2. OVERVIEW OF THE SMART SYSTEM

This section gives an overview of the SMART coding and
streaming system. At present, there are two modes for a
streaming server to deliver video data to users: multicast and
unicast. In the multicast mode, the server needs to send only
one bitstream to a group of users, which is automatically
replicated to all group members [9, 10], but this requests
that the network has to be equipped with multicast-enable
routers. In the unicast mode, the server delivers video bit-
stream to each user individually. The connection conditions
between the server and each user can be estimated and mon-
itored during transmission.

Since many routes in the current Internet do not enable
the multicast mode, the SMART system discussed in this pa-

per will focus on the unicast applications. Figure 2 illustrates
the block diagram of the SMART system. Source video is
first input into the SMART encoder module to generate a
base layer bitstream and one or two enhancement layer bit-
streams. Besides bitstreams, the SMART encoder generates
a description file for each enhancement bitstream that con-
tains all information for flexible error resilience and packe-
tization. The detailed coding techniques will be discussed in
Section 3, and the description file is introduced in Section 5.
If the SMART encoder is powerful enough for real-time com-
pression, the generated bitstreams can be directly packed and
delivered just as in the live streaming applications. For the
on-demand streaming applications, both the generated bit-
streams and description files are saved in the storage device
for future retrieval.

When the user submits a request to the SMART stream-
ing server, like the real-time streaming protocol (RTSP) [11],
the retrieved content, destination address, and user device
capability are first transmitted by the transmission control
protocol (TCP). After the control module in the SMART
server receives the request, one user datagram protocol
(UDP) connection is established immediately between the
server and the user. Both the video data and the feedback
from the SMART client are transmitted by this UDP connec-
tion. At the same time, the control module informs the server
to retrieve the requested content from the storage device.

In the initial stage, the SMART system does not know
the current channel conditions between the server and the
client. Thus the base layer bitstream is packed with the
real-time transport protocol (RTTP) [12] format using default
channel parameters. At the same time, a prespecified FEC
strategy is used in the base layer bitstream to generate par-
ity packets. In general, since the base layer bit rate is very low
in the SMART system, several seconds of source and parity
packets can be rapidly delivered to the client as prebuffering.
By transmitting these packets, the statistic channel parame-
ters, such as packet loss ratio and latency, are packed with the
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real-time control protocol (RTCP) format [12] and sent back
to the network monitor module in the SMART server. Ac-
cordingly, the SMART server can estimate the current avail-
able channel bandwidth.

With the obtained channel parameters, the SMART
server starts to optimally pack the base layer and enhance-
ment layer bitstreams with RTTP format. FEC protection
depth to the base layer can be also adaptive to the channel
conditions. In order to avoid network congestion, the ac-
tual bandwidth for the enhancement layer is the remaining
part of the estimated channel bandwidth after delivering the
base layer and FEC packets. Since the enhancement layer bit-
stream provides bit level scalability, it can be readily and pre-
cisely truncated to fit in the given bandwidth. Consequently,
the SMART system can fully utilize available channel band-
width and provide the user with better quality. Packet loss
ratio and latency are periodically sent back by the client. The
SMART server can timely adjust data transmission according
to the feedbacks and the estimated channel bandwidth.

In the SMART system, another important feedback from
the client is the negative acknowledgement (NACK) to no-
tify the SMART server in which base layer packets are lost
during transmission. Since the base layer is still a nonscal-
able bitstream, any lost packet would make the quality of the
frames followed in the same GOP degrade rapidly. Therefore,
the ARQ technique is also used to protect the base layer in
the SMART system. Once the client detects lost packets at
the base layer, a feedback is immediately sent out. The server
will rapidly retransmit the lost packets. At the same time,
any ARQ request received by the server will affect the send-
ing rate to prevent further congestion in the channel. Since
the base layer bit rate is very low in the SMART system, they
can be strongly protected with small overhead bits. In addi-
tion, SMART video coding also provides the enhancement
layer with an inherent error recovery feature. Any lost packet
does not cause obvious visual artifacts. Moreover, it can be
gracefully recovered in the following frames. Therefore, the
current SMART system does not have any protection to the
enhancement layer bitstreams.

In the following sections, the key techniques used in the
SMART system, such as SMART video coding, bandwidth es-
timation, error resilience, and unequal error protection, will
be discussed in detail.

3. SMART VIDEO CODING

How to efficiently compress video data with various scala-
bilities of rate, quality, temporal, spatial, and complexity is
an active research topic in video coding field. Scalable video
coding techniques have been developed rapidly in the past
decade. Among them, spatial and temporal scalable cod-
ing techniques that provide video presentation at different
resolutions, and frame rates have been accepted in some
main video coding standards such as MPEG-2, MPEG-4, and
H.263++ [13, 14, 15].

In addition, FGS video coding techniques have been ex-
tensively studied in recent years. MPEG-4 standard already
accepted the bit plane coding technique in the streaming
video profile (SVP) [16, 17]. In MPEG-4 FGS, an encoder
using the motion-compensated discrete cosine transforma-
tion (DCT) transform coding generates a base layer video
as the lowest quality layer. The residue between the original
image and the reconstructed base layer image forms the en-
hancement layer with the bit plane coding technique, which
provides an embedded bitstream and fine granularity quality
and temporal scalabilities.

One major feature in MPEG-4 FGS is that the base layer
and all the bit planes at the enhancement layer in a predicted
frame are always compensated from the reconstructed ver-
sion of the base layer in the reference. Therefore, it provides a
remarkable capability in both bandwidth adaptation and er-
ror recovery. By predicting the enhancement layer from the
base layer, any bitstream truncation and lost packets at the
enhancement layer have no effect on the frames followed.
However, this also makes MPEG-4 FGS suffer from severe
degradation in coding efficiency due to the lowest quality ref-
erence. Furthermore, it is difficult for MPEG-4 FGS to com-
press different-resolution video at different layers; otherwise,
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the coding efficiency at the enhancement layer would be fur-
ther degraded.

Therefore, the SMART video coding is proposed based
on our previous works [18, 19]. The multiple-loop predic-
tion and drifting reduction techniques are first used at the
quality enhancement layer to achieve a good trade-off be-
tween high coding efficiency and low drifting errors. Then,
these techniques are extended to the temporal and spatial
scalabilities, consequently, forming an efficient and universal
scalable video coding framework.

3.1. Multiple-loop prediction

The multiple-loop prediction technique was first proposed
in [18, 19] to improve the coding efficiency of MPEG-4 FGS.
The basic idea is to use as many predictions from the en-
hancement layer as possible instead of always using the base
layer as in MPEG-4 FGS. Because the quality of a frame is
higher at the enhancement layer than at the base layer, this
will make motion prediction more accurate, thus improv-
ing the coding efficiency. Considering the cost by introduc-
ing multiple references at the enhancement layer, Figure 3 il-
lustrates a typical multiple-loop prediction scheme with one
additional reference used in the enhancement layer coding.

In Figure 3, the gray rectangular boxes denote the recon-
structed base layer or the reconstructed enhancement layer
at a certain bit plane as references for the next frame coding.
Solid arrows with solid lines between two adjacent frames
are for temporal prediction, solid arrows with dashed lines
are for prediction in the transform domain, and hollow ar-
rows with solid lines are for reconstruction of high-quality
reference from the previous base layer. Each frame at the base
layer is always predicted from the previous frame at the base
layer (low-quality reference) so as to avoid any effect from the
lost enhancement data. Each frame at the enhancement layer
is predicted from the previous frame at the enhancement
layer (high-quality reference) for high coding efficiency.

In the FGS video coding schemes, the base layer bit rate is
usually very low. It is reasonable to assume that the base layer
bitstream can be completely transmitted to the client. Since
the base layer is still predicted from the previous base layer,
any bitstream truncation and lost packets at the enhance-

ment layer have no effect on the base layer video. However,
when those bit planes used to reconstruct the high-quality
reference are truncated or corrupted during transmission,
this would inevitably cause drifting errors at the enhance-
ment layer. As a result, the decoded enhancement layer video
may be deteriorated rapidly.

3.2. Drifting reduction

In order to effectively reduce drifting errors at the enhance-
ment layer, the basic idea is to make sure that the encoder and
the decoder have the same reconstructed reference for any fu-
ture frame prediction, although the reconstructed reference
may not have the best quality it could get if reconstructed
using the high-quality reference.

We will show this idea through an example in Figure 3.
In the decoder end, if the third bit plane in Frame 1 is trun-
cated or dropped which is used in the encoder end to get
the high-quality reference, the enhancement layer in Frame
2 will have to use the previous low-quality reference instead.
Of course, some quality losses would be introduced by doing
so. However, as long as in both the encoder end and the de-
coder end the reconstruction of the high-quality reference of
Frame 2 always uses the base layer of Frame 1 as the reference,
then the errors in Frame 1 could not further propagate to any
frames followed. In other words, the reference used for pre-
diction could be different from that used for reconstruction.
This feature will prevent the errors drifting and preserve all
the bandwidth adaptation and error recovery features as in
MPEG-4 FGS.

As shown by hollow arrows with solid lines in Figure 3,
some frames, such as Frames 2 and 4, reconstruct the high-
quality references from the previous low-quality reference at
both the encoder and the decoder to prevent the errors prop-
agating into future frames. However, if the third bit plane
of Frame 1 is available at the decoder end, a better second
bit plane quality of Frame 2 can still be reconstructed from
the high-quality reference for display purpose only. In other
words, the reconstruction of display image can be different
from that of reference image.

Although the proposed technique significantly reduces
the drifting errors from the previous frames, it still has a
negative effect on coding efficiency because the high-quality
reference does not always get the best quality it could get. If
the reference for prediction and reconstruction is chosen as
frame-based, that is, all enhancement layer macroblocks in
a frame with the same reference, it is very difficult for the
SMART video coding to provide a good trade-off between
high coding efficiency and low drifting errors.

3.3. Macroblock-based mode selection

The technique choosing the proper reference for prediction
and reconstruction at each enhancement layer macroblock
is first proposed in [20]. Derived from MPEG-4 FGS and
Figure 3, three intercoding modes as shown in Figure 4 are
defined for coding the enhancement inter macroblock. The
rectangular boxes in the first row denote the base layer and
the rectangular boxes in other rows denote bit planes at the
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reconstruction of high-quality reference from the previous
base layer.

In Mode 1, the base layer and the enhancement layer are
both predicted and reconstructed from the previous low-
quality reference. Since the low-quality reference is always
available at the decoder, there is no drifting error in this
mode. The coding efficiency of this mode is low due to low-
quality temporal prediction. If all enhancement layer mac-
roblocks are encoded with this mode, the proposed scheme
is similar to MPEG-4 FGS.

In Mode 2, the base layer is predicted and reconstructed
from the previous low-quality reference, but the enhance-
ment layer is predicted and reconstructed from the previ-
ous high-quality reference. It can significantly improve the
coding efficiency at moderate and high bit rates. There is no
drifting error at the base layer. When the channel bandwidth
is not high enough to transmit the high-quality reference,
this mode would cause drifting errors at the enhancement
layer.

In Mode 3, the enhancement layer is predicted from the
previous high-quality reference while reconstructed from the
previous low-quality reference at both the encoder and the
decoder. This mode was for the purpose of drifting reduc-
tion. Since the low-quality reference is always consistent at
both the encoder and the decoder, the drifting errors prop-
agated from previous high-quality references can be elimi-
nated with Mode 3.

More intercoding modes could be readily added in the
SMART coding as long as they have the virtue in improv-
ing coding efficiency or reducing error propagation. In or-
der to achieve a good trade-off between low drifting errors
and high coding efficiency, a mode selection algorithm is
proposed to choose the proper coding mode for each mac-
roblock. Besides the above three intermodes, intramode is al-
lowed in the enhancement layer coding. Intramode or inter-
mode is determined by motion estimation. If a macroblock
is encoded with the intramode at the base layer, the cor-
responding enhancement macroblock is also encoded with
the intramode without temporal prediction. If a macroblock
at the base layer is encoded with temporal prediction, the

proposed mode selection algorithm has to determine which
intercoding mode should be used at the corresponding en-
hancement macroblock.

The reference for prediction in Mode 1 is of low quality
but the reference used in Mode 2 and Mode 3 is of high qual-
ity. If the absolute mean of the predicted DCT residues pro-
duced in Mode 1 is less than that in Modes 2 and 3, the cur-
rent macroblock is coded using Mode 1; otherwise, the mode
selection algorithm further determines the coding mode be-
tween Mode 2 and Mode 3. Both Modes 2 and 3 are predicted
from the high-quality reference, the difference between them
lies in the reference for reconstruction. In general, most of
the enhancement macroblocks should be coded with Mode
2 for high coding efficiency. Mode 3 is used only when the
drifting errors are more than a given threshold. In order to
estimate the potential drifting errors at the encoder, the iter-
ative drifting model proposed in [21] is given as follows:

y(n) =

0, n = 1,

MCn
(
y(n−1)+DCT−1(X(n− 1)

))
, N≥n>1.

(1)

Here, N is the total number of frames in a GOP, MC(·) and
DCT1 denote motion compensation and IDCT, respectively,
y(n−1) is the accumulative error propagated to the (n−1)th
frame, and X(n − 1) is DCT coefficients encoded in those
bit planes for reconstruction of the high-quality reference in
the (n − 1)th frame. With motion compensation, their sum
forms the next drifting errors in the nth frame. If the es-
timated drifting error y(n) is more than the given thresh-
old, this macroblock is encoded with Mode 3; otherwise, this
macroblock is encoded with Mode 2.

For the convenience of a better understanding of the
proposed multiple-loop prediction, drifting reduction, and
macroblock-based mode selection, Figure 5 illustrates an ex-
emplified block diagram of the SMART decoder with quality
scalability. There are two reference frames in the decoder. The
first one is located in the base layer decoder and stored in the
frame buffer 0 as a low-quality reference, while the second
one is located in the enhancement layer decoder and stored
in the frame buffer as a high-quality reference.

Only the low-quality reference is allowed in the recon-
struction of the base layer in order to assure that no drift-
ing error exists at this layer. The enhancement layer can use
two different quality references for reconstruction. The en-
hancement bitstream is first decoded using bit plane variable
length decoding (VLD) and mode VLD. The bit planes at the
enhancement layer are categorized into a lower enhancement
layer and a higher enhancement layer. Only the bit planes
at the lower enhancement layer are used to reconstruct the
high-quality reference. In Figure 5, n(t) is the number of bit
planes at the lower enhancement layer and m(t) is the num-
ber of additional bit planes for the reconstruction of the dis-
play frame.

The decoded block-based bit planes are used to recon-
struct the DCT coefficients of the lower and higher enhance-
ment layers using the bit plane shift modules. After inverse
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Figure 5: The exemplified SMART decoder with quality scalability.

DCT, the lower enhancement DCT coefficients plus the re-
constructed base layer DCT coefficients generate the error
image for reference, and all DCT coefficients including the
higher enhancement layer generate the error image for dis-
play. Furthermore, there are two switches S1 and S2 at the
SMART decoder that control which temporal prediction is
used at each enhancement macroblock. The decoded mac-
roblock coding mode decides the actions of the two switches.
When one macroblock is coded as Mode 1, the switches S1
and S2 connect to the low-quality prediction. When it is
coded as Mode 2, both of the switches S1 and S2 connect
to the high-quality prediction. When it is coded as Mode 3,
the switch S1 connects to the low-quality prediction. How-
ever, the switch S2 still connects to the high-quality predic-
tion. Since the display frame does not cause any error prop-
agation, the display frame is always reconstructed from the
high-quality prediction in Mode 3.

3.4. Universal scalable coding framework

The techniques discussed in Sections 3.1, 3.2, and 3.3 can be
readily extended to the temporal and spatial scalable video
coding. The basic idea is to use more than one enhance-
ment layer based on a common base layer to implement fine
granularity quality, temporal, and spatial scalabilities within
the same framework. In order to achieve high coding ef-
ficiency for various scalabilities, multiple prediction loops
with different quality references are employed in the pro-
posed framework. For example, by utilizing the high-quality
reference in the spatial enhancement layer coding, the pro-
posed framework can likewise fulfill efficient spatial scala-
bility. The complexity scalability is inseparable with other
scalabilities in the SMART codec. It is achieved by increas-
ing/decreasing the bit rate, frame rate, and resolution. The

changes in the frame rate and resolution provide coarse scal-
ability on complexity. Because of the property of fine gran-
ularity of each layer on bit rate, the SMART codec also
provides fine scalability on complexity by adjusting the bit
rate of each layer. The lowest complexity bound is the low-
resolution base layer decoding, which should be sufficiently
low for many applications.

Figure 6 illustrates the proposed universal scalable cod-
ing framework. Source video with two resolutions is com-
pressed in the proposed framework. Narrow rectangles de-
note low-resolution video and wide rectangles denote high-
resolution video. There are two different enhancement layers
sharing a common base layer, and two optional enhancement
ones. The bottom layer is the base layer. It is usually gener-
ated as the lowest quality, lowest resolution, least smooth-
ness, and least complexity. The quality enhancement layer
compresses the same resolution video as that at the base layer.
It will improve the decoded quality of the base layer. The tem-
poral enhancement layer improves the base layer frame rate
and makes the decoded video look smooth. The rest two en-
hancement layers improve the video quality and frame rate at
high resolution. These two enhancement layers are optional
in the proposed framework and appear only if the video with
two different resolutions is encoded. The same resolution en-
hancement layers are stored in the same bitstream file. There-
fore, the SMART coding scheme generates at most three bit-
streams: one base layer bitstream and two enhancement layer
bitstreams.

Except that the base layer is encoded with the conven-
tional DCT transform plus VLC technique, all of the en-
hancement layers are encoded with the bit plane coding tech-
nique. In other words, every enhancement layer bitstream
can be arbitrarily truncated in the proposed framework. In
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Figure 6: The proposed SMART coding framework.

Figure 6, each rectangle denotes the whole frame bitstream
at one enhancement layer. The shadow region is the actual
transmitted part, whereas the blank region is the truncated
part. Hence the proposed SMART video coding provides the
most flexible bit rate scalability.

Since the multiple-loop prediction technique is used in
the proposed framework, every layer, excluding the base
layer, can select the prediction from two different references.
As shown by solid arrows with solid lines in Figure 6, the
quality enhancement layer use the reconstructed base layer
and the reconstructed quality enhancement layer at a cer-
tain bit plane as references. As shown by hollow arrows with
solid lines, the temporal enhancement layer is bidirectionally
predicted from the base layer and the quality enhancement
layer. The predictions for the two high-resolution enhance-
ment layers are denoted by solid arrows with dashed lines
and hollow arrows with dashed lines, respectively.

Similarly, some intercoding modes are defined at the
temporal and spatial enhancement layers, which can be
found in [22, 23, 24]. Each coding mode has its unique ref-
erences for prediction and reconstruction. The similar mode
selection algorithm discussed in Section 3.3 can be also ap-
plied to the temporal and spatial enhancement layers. In fact,
some other techniques proposed in [25, 26, 27, 28] can be
easily incorporated into the framework by defining several
new coding modes.

4. CHANNEL ESTIMATION

In the streaming applications, one important component is
congestion control. Congestion control mechanisms usually
contain two aspects: estimating channel bandwidth and reg-
ulating the rate of transmitted bitstream. Since the SMART
video coding provides a set of embedded and full scalable
bitstreams, rate regulation in the SMART system is essen-
tially equal to truncating bitstreams to a given bit rate. There
is not any complicated transcoding needed. The remaining
problem is how to estimate the channel bandwidth.

Typically, channel estimation techniques are divided into
two categories: probe-based and model-based. The probe-
based techniques estimate the channel bandwidth bottleneck
by adjusting the sending rate in a way that could maintain

packet loss ratio below a certain threshold [29]. The model-
based techniques are based on a TCP throughput model that
explicitly estimates the sending rate as a function of recent
packet loss ratio and latency. Specifically, the TCP through-
put model is given by the following formula [30]:

λ = 1.22×MTU
RTT×√p , (2)

where λ is the throughput of a TCP connection (in B/s),
MTU is the packet size used by the connection (in bytes),
RTT is the round-trip time of the connection (in seconds),
and p is the packet loss ratio of the connection.

With formula (2), the server can estimate the available
bandwidth by receiving feedback parameters RTT and p
from the client.

Among all existing model-based approaches, TCP-
friendly rate control (TCP-FRC) [31] is the most deployable
and successful one. The sending rate formula, by considering
the influence of time out, is given as follows:

λ = MTU

RTT
√

2p/3 + RTO
(

3
√

3p/8
)
p
(
1 + 32p2

) , (3)

where RTO is the TCP retransmission time-out value (in sec-
onds).

However, TCP-FRC has one obvious drawback undesir-
able for the SMART system, that is, the estimated bandwidth
always fluctuates periodically even if the channel bandwidth
is very stable. The reason is that TCP-FRC is trying to in-
crease the sending rate when there is no lost packet. This un-
fortunately leads to a short-term congestion. Since TCP-FRC
is very sensitive in the low packet loss ratio case, the sending
rate is greatly reduced again to avoid further congestion.

Therefore, the SMART system adopts a hybrid model-
based and probe-based method to estimate the available
channel bandwidth. TCP-FRC is first used to calculate an
initial estimated bandwidth by packet loss ratio and RTT.
If there is no lost packet, the estimated bandwidth should
be more than the previous estimation. On the other hand,
some packets that contain less important enhancement data
are transmitted with the probing method. This is a feature
of the SMART bitstream. Even though those packets are lost
for probing, they do not affect other data packets. In general,
the estimated bandwidth by the probing method is viewed
as the bottleneck between the server and the client. The es-
timated bandwidth in TCP-FRC should be not more than
that estimated by the probing method. Therefore, the prob-
ing method provides an upper bound for TCP-FRC so as to
reduce fluctuations in bandwidth estimation.

Video packets in the SMART system are categorized into
three priorities for bandwidth allocation. The retransmitted
and base layer packets have the highest priority. Estimated
bandwidth is first used to deliver them to the client. The FEC
packets of the base layer have the second priority. If the es-
timated bandwidth is more than that needed by the high-
est priority packets, they are delivered prior to the enhance-
ment packets. Finally, the remaining channel bandwidth is
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used to deliver the truncated enhancement bitstreams. In
fact, the enhancement packets also implicates several differ-
ent priorities, For example, the bit planes for reconstruc-
tion of the high-quality reference are more important than
other bit planes, and at low bit rates, the quality enhance-
ment layer may be more important than the temporal en-
hancement layer, and so on. Because of limitation in pages,
this paper no longer further discusses this issue.

5. ERROR CONTROL

In the streaming applications, error control mechanism is
another important component to ensure received bitstreams
decodable, which often includes error resilience, FEC, ARQ,
and even error concealment [32, 33]. In this section, we will
discuss the error resilience technique and unequal error pro-
tection used in the SMART system.

5.1. Flexible error resilience

Packet losses are often inevitable while transmitting com-
pressed bitstreams over the Internet. Besides the necessary
frame header, some resynchronization markers and related
header information have to be inserted in the bitstream gen-
eration so that the lost packets do not affect other data pack-
ets. This is the most simple error resilience technique, but
very useful. The resynchronization marker plus the header
and data followed is known as a slice. In MPEG-4, the resyn-
chronization marker is a variable length symbol from 17 bits
to 23 bits [14]. The slice header only contains the index of
the first macroblock in this slice. In general, the resynchro-
nization marker and the slice header are inserted at a given
length or number of macroblocks.

However, this method has two obvious problems when it
is applied to the enhancement layer bitstream in the SMART
system. Firstly, although the SMART enhancement layer bit-
stream provides bit level scalability, the actual minimum unit
in the packetization process is a slice. This would greatly re-
duce the granularity of scalability. Secondly, the slice length
is decided in the encoding process and fixed in the gener-
ated bitstream. For the streaming applications, it is impossi-
ble to adjust the slice length again to adapt to channel con-
ditions. In general, longer slice means lower overhead bits
and bigger effects of lost packet. On the contrary, shorter slice
means higher overhead bits and lower effects of lost packet.
Adaptively adjusting the slice length is a very desirable fea-
ture in the streaming applications. Therefore, a flexible error
resilience technique is proposed in the SMART enhancement
layer bitstream.

In the SMART system, there are no resynchronization
markers and slice headers in the enhancement layer bit-
stream. Thus, the generated bitstream is exactly the same as
that without error resilience. But the positions of some mac-
roblocks and their related information needed in the slice
header are recorded in a description file. Besides the index
of the first macroblock, the slice header at the enhancement
layer also contains the located bit plane of the first mac-
roblock. We call these macroblocks resynchronization points.
Note that each resynchronization point is always macroblock

Frame: 17302 Bits: 0 Type: 2 Time 0: 19 Max layer: 9

VP start: 17808 Bits: 5 BP num: 0 isGLL: 0 MB num: 0

VP start: 17822 Bits: 3 BP num: 0 isGLL: 0 MB num: 1

VP start: 18324 Bits: 0 BP num: 2 isGLL: 0 MB num: 81

Figure 7: The exemplified description file.

aligned. In this stage, resynchronization points do not cause
actual overhead bits in the generated bitstreams. Thus, the
description file could even record every macroblock.

Figure 7 exemplifies the structure of the description file.
The fields Frame and Bits in the same row are used to locate
the start position of a frame in the bitstream. The units of
these two fields are byte and bit, respectively. The field Bits
is always zero in the first row of every frame due to byte-
aligned. The field Type indicates the frame type: 0 for I frame,
1 for P frame, and 2 for B frame. The field time is the rel-
ative time of the current frame. The first digit in this field
denotes the number of seconds, and the second digit denotes
the frame index in a second. The field Max Layer is the max-
imum number of bit planes in a frame. The fields VP start
and Bits are used to locate the start position of a macroblock.
The field BP num is the located bit plane of the current mac-
roblock. The field isGLL indicates whether this macroblock is
used to reconstruct the high-quality reference or not. It pro-
vides a priority to transmit the enhancement bitstreams. The
field MB num is the first macroblock index in a slice.

The proposed flexible error resilience is used only at the
enhancement DCT data. If the motion vectors exist at the
enhancement layer, for example, in temporal frames, they
are differentially coded together before DCT coefficients. The
VOP header and coded motion vectors are processed as a
slice. There is not any resynchronization point within them
in case that the lost motion vectors in a slice affect other mo-
tion vectors decoded in another slice due to motion vector
prediction. Similar to the entropy coding used in MPEG-
4 FGS, there is not any DC and/or AC coefficient predic-
tion among neighboring blocks. Therefore, the slices in a
frame have no dependency except for the inherent relation-
ship among bit planes.

With the description file, the proposed error resilience
technique in the SMART system can choose any resynchro-
nization points to chop an enhancement layer bitstream into
slices. However, since the position of the resynchronization
point may be not byte-aligned in the bitstream, one lost
packet probably makes many packets followed undecodable.
As showed in Figure 8, macroblock N is a resynchroniza-
tion point. It shares byte m in the bitstream with macroblock
N − 1. If the macroblock N is selected as the start of a slice,
these two macroblocks may not locate in the same transport
packet. If byte m belongs to the previous packet, the packet of
macroblock N is even received undecodable when the packet
of macroblock N − 1 is lost during transmission.

A simple technique is proposed to solve this problem as
shown in Figure 8. When a resynchronization point is se-
lected as the start of one slice, the first byte of this macroblock
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Figure 8: The error resilience in the SMART system.

is duplicated into two slices so that the lost packet cannot af-
fect each other. This leads to the probability that the head
and tail of each slice may have several useless bits. The de-
coder has to know how many useless bits should be skipped.
Therefore, the numbers of useless bits in the head and tail
generated from the description file need to be encapsulated
into the transport packet and transmitted to the client. The
fields MB num and BP num at the slice header also need to
be encapsulated into the transport packet and transmitted to
the client.

We evaluate the proposed error resilience technique com-
pared with that in MPEG-4. In the proposed technique, a
byte has to be duplicated for every selected resynchronization
point. In addition, the corresponding numbers of useless bits
are also contained in the packet. But, bits for the resynchro-
nization marker in MPEG-4 bitstream can be saved. There-
fore, the proposed technique has the similar overhead bits in
each slice. However, it enables the SMART system to adap-
tively adjust the slice length according to rate-distortion op-
timization and channel conditions. This is a very desirable
feature in the streaming applications.

5.2. Unequal error protection

Since the SMART video coding provides a layered bitstream
structure with a more important base layer and less impor-
tant enhancement layers, error protection techniques such as
FEC and ARQ are unevenly applied to the base layer and the
enhancement layer.

In general, if the streaming systems have no request on
delay, FEC would not play an important role because the lost
packets can be recovered by ARQ. In the SMART system, the
bit rate of the base layer is very low and it may only occupy a
small part of the total bit rate (usually less than 20%). When
four data packets are protected by one FEC packet, the over-
head for FEC is only about 5%. In return, if the lost pack-
ets take place randomly, most of them may be recovered by
FEC. It will considerably reduce the system delay due to ARQ.
Based on these considerations, the SMART system uses FEC
as an option at the base layer if low delay is requested in some
applications. It also provides a space to achieve a better trade-
off between ARQ delay and FEC overhead.

When FEC is enabled, the base layer packets are divided
into many groups containing K source packets per group.
Assume that N − K parity packets will be produced with a
Reed-Solomon codec. When these N packets are transmitted
over the best-effort Internet, any received subset of K source

or parity packets can be used to reconstruct the original K
source packets. In the SMART system, K is often set as N − 1
in order to avoid too much overhead introduced by FEC. The
target using FEC is mainly to recover occasional lost packet
and reduce the delay caused by ARQ.

The base layer bitstream in the SMART system is a non-
scalable one. Furthermore, the motion compensation tech-
nique is used in the base layer coding. Any lost packet will
make the quality of the frames followed in a GOP degrade
rapidly. Therefore, the ARQ technique is also applied to the
base layer to handle burst packet losses. If the lost packets
that cannot be recovered from FEC are detected at the base
layer, a NACK feedback is immediately sent to the server. If
no acknowledgement feedback is received, the transmitted
base layer packets are saved in a special buffer. The SMART
will get the lost base layer packets from the special buffer and
retransmit them to the client until time out. If the base layer
packets arrive too late or are not able to be recovered by FEC
and ARQ, the SMART system will skip to the next GOP. In
addition, the client periodically sends the acknowledgement
feedback so that the server discards the received base layer
packets from the special buffer.

From the discussions in Section 3, we know that the
SMART video coding provides the embedded enhancement
bitstreams. Any truncation and lost packets at the enhance-
ment bitstream are allowed. It can be gracefully recovered by
the drifting reduction technique. Therefore, no error pro-
tection techniques are applied to the enhancement packets
in the current SMART system. In fact, consider that the lost
packets in low bit planes used to reconstruct the high-quality
reference may still have a big effect on maintaining high de-
coded quality. The techniques for partly protecting the en-
hancement layer packets should be further investigated.

6. EXPERIMENTS

Both static and dynamic experiments are designed to evalu-
ate the performances of the SMART system on coding effi-
ciency, channel estimation, bandwidth adaptation, error ro-
bustness, and so on.

6.1. Static tests

Three different coding schemes, namely, MPEG-4 FGS with-
out global motion compensation, SMART coding without
multiple-loop prediction, and SMART coding, are compared
in terms of coding efficiency. MPEG-4 FGS provides the ref-
erence of scalable coding scheme for comparisons. The final
drift amendment (FDAM) software of MPEG-4 FGS released
in June 2002 is used to create the results of MPEG-4 FGS [34].
The SMART system uses Windows Media Video Encoder 8.0
(WMV8) as the base layer codec. The MPEG-4 testing se-
quences Foreman and Coastguard with common intermedi-
ate format (CIF) are used in this experiment.

In the first set of experiments, the testing sequences are
coded at 10 Hz encoding frame rate. Only the first frame is
encoded as I frame and the rest of the frames are encoded
as P frames. The main parameters in the MPEG-4 FGS base
layer are given as follows:
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Figure 9: The curves of average PSNR versus bit rate at 10 fps with-
out B frame and temporal scalability. (a) Foreman CIF Y (10 Hz).
(b) Coastguard CIF Y (10 Hz).

(i) motion estimation: ±32 pixels,
(ii) motion compensation: quarter-pixel precision,

(iii) quantization: MPEG,
(iv) direct search range: 2 (half-pixel unit),
(v) advanced prediction: Enable,

(vi) skipped macroblock: Enable.

The results of the first set of experiments are depicted in
Figure 9. In the curves of MPEG-4 FGS, the base layer
is coded with quantization parameter 31, and the qual-
ity enhancement layer bitstream is truncated at an inter-
val of 32 kbps. By adjusting the quantization parameter, the
SMART curve has a bit rate at the base layer similar to
MPEG-4 FGS. The curves of SMART FGS are obtained with
the SMART system by only using Mode 1. The curves of
SMART are obtained with all the discussed coding tech-
niques in this paper.
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Figure 10: The curves of average PSNR versus bit rate at 30 fps with
B frame and temporal scalability. (a) Foreman CIF Y (30 Hz). (b)
Coastguard CIF Y (30 Hz).

SMART FGS and SMART use the same coding technique
at the base layer. Since only Mode 1 is used in SMART FGS,
the enhancement layer coding is essentially the same as that
in MPEG-4 FGS. WMV8 provides a very good base layer
compared with MPEG-4; the coding efficiency gain at the
base layer is close to 2.8 dB in Foreman and 1.6 dB in Coast-
guard compared with MPEG-4 FGS. But without the pro-
posed enhancement prediction technique, the coding effi-
ciency gain is becoming smaller and smaller with bit rates
increasing. The coding efficiency gain of SMART FGS is only
1.6 dB in Foreman and 0.44 dB in Coastguard at the highest
bit rate. However, the SMART curves with the proposed tech-
niques present the consistent performance in a wide range
of bit rates. The bit rate for the high-quality reference is
about 346 kbps in Foreman and 322 kbps in Coastguard. The
coding efficiency gain, when the high-quality reference is
available, is 2.9 dB in Foreman and 1.7 dB in Coastguard.
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Figure 11: The estimated channel bandwidth in the SMART sys-
tem. (a) Estimated bandwidth in bs one sequence. (b) Estimated
bandwidth in bs two sequence.

In addition, although the high-quality references are used in
the enhancement layer coding, the SMART curves still have
the similar performance as the SMART FGS curves at low
bit rates. The SMART curve has only about 0.15 dB loss at
150 kbps. This proves that the proposed drifting reduction
technique can effectively control the drifting errors.

In the second set of experiments, the testing sequences
are coded at 30 Hz encoding frame rate. Only the first frame
is coded as I frame. There are two temporal frames in the
scalable coding scheme between a pair of I and P or two P
frames. Other experimental conditions are the same as in the
first set of experiments. The same experimental results given
in Figure 10 are observed as in the first set of experiments.

Since neither MPEG-4 FGS nor the SMART codec con-
tains one of the switching techniques, for example, S frame,
SP frame, or SF frame, the readers who are interested in the
comparisons between the scalable video coding and the SP
frame on H.26L TML can read the MPEG proposal in [35].

6.2. Dynamic tests

The dynamic experiments try to test the SMART system un-
der the dynamic channel, such as streaming video over the
Internet, where the channel bandwidth varies in a wide range
of bit rates. The conditions of MPEG-4 FGS verification test
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Figure 12: The decoded quality over the dynamic channel: (a)
bs one Y . (b) bs two Y .

are used in this experiment [36]. Two CIF sequences, bs one
and bs two, each with 4032 frames (168 seconds at 24 fps)
are used. The channel bandwidth varies from 1024 kbps to
256 kbps and then recovers to 1024 kbps again with a step of
256 kbps. Every bit rate lasts 24 seconds. The dynamic chan-
nel simulation is done by the commerce simulator, the Cloud
software (http://www.shunra.com).

By using the hybrid model-based and probe-based band-
width estimation scheme, when the sequences bs one and
bs two are transmitted over the simulated dynamic chan-
nel, the estimated bandwidth is recorded and plotted in
Figure 11. The dashed-line curves are the actual channel
bandwidth limited by the Cloud simulator. When the chan-
nel bandwidth switches from high bit rate to low bit rate,
the estimated bandwidth with TCP-FRC can rapidly de-
crease in order to avoid network congestion. When the chan-
nel bandwidth increases, the estimated bandwidth can also
catch this variation at a short time. Furthermore, the curves
in Figure 11 fully demonstrate the advantage of the hybrid
bandwidth estimation method, where the probing method
gives an upper bound to prevent TCP-FRC from raising the
sending rate over the network bottleneck. Therefore, the
SMART system has a stable estimation when the channel
bandwidth stays in a constant.
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The decoded quality of sequences bs one and bs two are
also recorded and plotted in Figure 12. Each sample is the av-
erage PSNR in a second. Two factors, channel bandwidth and
video content, will affect the final decoded quality. Some-
times, even if the channel bandwidth is high, the decoded
PSNR may not be high due to active content. In order to
eliminate the video content factor in evaluating the perfor-
mance of the SMART system on bandwidth adaptation, the
PSNR curves decoded at 1024 kbps are drawn in Figure 12 as
reference. The distances between the dynamic curve and the
1024 kbps curve reflect the bandwidth adaptation capability
of the SMART system.

As shown in Figure 12, the decoded PSNR is less than that
at 1024 kbps up to 4.4 dB from 73 to 96 seconds because the
estimated bandwidth is only 240 kbps around. From 49 to 72
seconds and from 97 to 120 seconds, the estimated channel
bandwidth is about 480 kbps. The decoded PSNR is signifi-
cantly improved compared with that at 240 kbps. From 25 to
48 seconds and from 121 to 144 seconds, the estimated band-
width is about 720 kbps. The decoded PSNR is only slightly
less than that at 1024 kbps. The SMART system provides al-
most the same quality as that at 1024 kbps from 1 to 24 sec-
onds and from 145 to 168 seconds. The estimated bandwidth
in these two periods is about 950 kbps. Thus, the SMART sys-
tem shows excellent performance on bandwidth adaptation.

Although there are a lot of packet losses while switching
the channel bandwidth from high bit rate to low bit rate, with
the proposed error resilience technique and unequal error
protection, all packet losses at the base layer are recovered
in the simulation. No green blocks appeared in the decoded
video. For the enhancement bitstreams, there is not any error
protection. The effects of packet losses at the enhancement
layer are gradually recovered by the drifting reduction tech-
nique. There are also no obvious visual artifacts and quality
degradation in the average PSNR curves.

At last, the SMART video player is given in Figure 13. It
can real-time decode the CIF sequence at 1024 kbps with PIII
800 MHz. The decoded video is presented in the biggest win-
dow. The right-upper window shows the curve of the esti-
mated channel bandwidth and the right-bottom window is
for the program list. The packet loss ratio is drawn in the
window between them. A progress bar is used to indicate the
status of the received buffer.

The proposed SMART system is also used to run the re-
sults of MPEG-4 FGS verification tests, where the SMART
codec is replaced by MPEG-4 FGS codec. The experimental
results have been released in [37].

7. CONCLUSIONS AND FUTURE WORKS

The SMART system presents an efficient, adaptive, and ro-
bust scheme for streaming video over the Internet. Firstly,
since the multiple-loop prediction and drifting reduction
techniques are applied at the macroblock level, the SMART
system can outperform MPEG-4 FGS up to 3.0 dB. Secondly,
the SMART system has excellent capability in network band-
width and device adaptation due to the embedded enhance-

Figure 13: The interface of the SMART video player.

ment bitstreams and the universal scalabilities. Thirdly, with
the proposed bandwidth estimation method, the SMART
system can rapidly and stably catch bandwidth variations. At
last, since a layered bitstream structure with a more impor-
tant base layer and less important enhancement layers is pro-
vided in the SMART system, the base layer bitstream is highly
protected by the proposed error resilience and unequal error
protection techniques with small overhead. The SMART sys-
tem can provide users with much smooth playback experi-
ence and much better visual quality in the best-effort Inter-
net.

Although the SMART system shows good performances
on coding efficiency, bandwidth adaptation, channel estima-
tion, and error robustness, there are still several problems
needed to be further studied in the future, such as how to fur-
ther improve the coding efficiency to cover an even wider bit
rate range; how to optimally allocate the available bandwidth
to different enhancement layers so that the perception qual-
ity looks better; how to optimally packetize the base layer and
the enhancement layer bitstreams so that the packet losses
have less effects; how to optimally decide the parameters in
FEC and ARQ to achieve a better trade-off between ARQ de-
lay and FEC overhead; and how to protect those bit planes
for reconstruction of the high-quality reference at the en-
hancement layers with small overhead. In addition, how to
effectively utilize the features and techniques of the SMART
system in the multicast applications is another topic worthy
of further study.
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We are concerned with the efficient transmission of scalable compressed data over lossy communication channels. Recent works
have proposed several strategies for assigning optimal code redundancies to elements in a scalable data stream under the assump-
tion that all elements are encoded onto a common group of network packets. When the size of the data to be encoded becomes
large in comparison to the size of the network packets, such schemes require very long channel codes with high computational
complexity. In networks with high loss, small packets are generally more desirable than long packets. This paper proposes a robust
strategy for optimally assigning elements of the scalable data to clusters of packets, subject to constraints on packet size and code
complexity. Given a packet cluster arrangement, the scheme then assigns optimal code redundancies to the source elements subject
to a constraint on transmission length. Experimental results show that the proposed strategy can outperform previously proposed
code redundancy assignment policies subject to the above-mentioned constraints, particularly at high channel loss rates.

Keywords and phrases: unequal error protection, scalable compression, priority encoding transmission, image transmission.

1. INTRODUCTION

In this paper, we are concerned with reliable transmission of
scalable data over lossy communication channels. For the last
decade, scalable compression techniques have been widely
explored. These include image compression schemes, such
as the embedded zerotree wavelet (EZW) [1] and set par-
titioning in hierarchical trees (SPIHT) [2] algorithms and,
most recently, the JPEG2000 [3] image compression stan-
dard. Scalable video compression has also been an active area
of research, which has recently led to MPEG-4 fine granu-
larity scalability (FGS) [4]. An important property of a scal-
able data stream is that a portion of the data stream can be
discarded or corrupted by a lossy communication channel
without compromising the usefulness of the more important
portions. A scalable data stream is generally made up of sev-
eral elements with various dependencies such that the loss of
a single element might render some or all of the subsequent
elements useless but not the preceding elements.

For the present work, we focus our attention on “era-
sure” channels. An erasure channel is one whose data, prior
to transmission, is partitioned into a sequence of symbols,

each of which either arrives at the destination without er-
ror, or is entirely lost. The erasure channel is a good model
for modern packet networks, such as Internet protocol (IP)
and its adoption, general packet radio services (GPRS), into
the wireless realm. The important elements are the network’s
packets, each of which either arrives at the destination or is
lost due to congestion or corruption. Whenever there is at
least one bit error in an arriving packet, the packet is con-
sidered lost and so discarded. A key property of the erasure
channel is that the receiver knows which packets have been
lost.

In the context of erasure channels, Albanese et al. [5] pi-
oneered an unequal error protection scheme known as pri-
ority encoding transmission (PET). The PET scheme works
with a family of channel codes, all of which have the same
codeword length N , but different source lengths, 1 ≤ k ≤ N .
We consider only “perfect codes” which have the key prop-
erty that the receipt of any k out of the N symbols in a
codeword is sufficient to recover the k source symbols. The
amount of redundancy RN ,k = N/k determines the strength
of the code, where smaller values of k correspond to stronger
codes.
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Element 1 Element 2 Element 3 Element 4

Packet 1

Packet 2

...

Packet 5

S

N

Figure 1: An example of PET arrangement of source elements into
packets. Four elements are arranged into N = 5 packets with size
S bytes. Elements �1 to �4 are assigned k = {2, 3, 4, 5}, respec-
tively. The white areas correspond to the elements’ content while
the shaded areas contain parity information.

We define a scalable data source to consist of groups
of symbols, each of which is referred to as the “source ele-
ment” �q having Lq symbols. Although in our experiment,
each symbol corresponds to one byte, the source symbol
is not restricted to a particular unit. Given a scalable data
source consisting of source elements �1, �2, . . . , �Q having
uncoded lengths L1,L2, . . . ,LQ and channel code redundan-
cies RN ,k1 ≥ RN ,k2 ≥ · · · ≥ RN ,kQ , the PET scheme packages
the encoded elements into N network packets, where source
symbols from each element �q occupy kq packets. This ar-
rangement guarantees that the receipt of any k packets is
sufficient to recover all elements �q with kq ≤ k. The to-
tal encoded transmission length is

∑
q LqRN ,kq , which must

be arranged into N packets, each having a packet size of S
bytes. Figure 1 shows an example of arranging Q = 4 ele-
ments into N = 5 packets. Consider element �2, which is
assigned a (5, 3) code. Since k2 = 3, three out of the five pack-
ets contain the source element’s L2 symbols. The remaining
N − k2 = 2 packets contain parity information. Hence, re-
ceiving any three packets guarantees recovery of element �2

and also �1.
Given the PET scheme and a scalable data source, sev-

eral strategies have been proposed to find the optimal chan-
nel code allocation for each source element under the condi-
tion that the total encoded transmission length is no greater
than a specified maximum transmission length Lmax = NS
[6, 7, 8, 9, 10, 11, 12]. The optimization objective is an ex-
pected utility U which must be an additive function of the
source elements that are correctly received. That is,

U = U0 +
Q∑
q=1

UqPN ,kq , (1)

where U0 is the amount of utility at the receiver when no
source element is received and PN ,kq is the probability of re-
covering element �q, which is assigned an (N , kq) code. This
probability equals the probability of receiving at least kq out
of N packets for kq > 0. If a source element is not trans-
mitted, we assign the otherwise meaningless value of kq = 0
for which RN ,kq = 0 and PN ,kq = 0. As an example, for a
scalable compressed image, −U might represent the mean

square error (MSE) of the reconstructed image, while Uq is
the amount of reduction in MSE when element �q is recov-
ered correctly. In the event of losing all source elements, the
reconstructed image is “blank” so −U0 corresponds to the
largest MSE and is equal to the variance of the original im-
age. The term U0 is included only for completeness; it plays
no role in the intuitive or computational aspects of the opti-
mization problem.

Unfortunately, these optimization strategies rely upon
the PET encoding scheme. This requires all of the encoded
source elements to be distributed across the same N packets.
Given a small packet size and large amount of data, the en-
coder must use a family of perfect codes with large values of
N . For instance, transmitting a 1 MB source using ATM cells
with a packet size of 48 bytes requires N = 21, 000. This im-
poses a huge computational burden on both the encoder and
the decoder.

In this paper, we propose a strategy for optimally assign-
ing code redundancies to source elements under two con-
straints. One constraint is transmission length, which lim-
its the amount of encoded data being transmitted through
the channel. The second constraint is the length of the chan-
nel codewords. The impact of this constraint depends on the
channel packet size and the amount of data to be transmit-
ted. In Sections 2 and 3, we explore the nature of scalable data
and the erasure channel model. We coin the term “cluster of
packets” (COP) to refer to a collection of network packets
whose elements are jointly protected according to the PET ar-
rangement illustrated in Figure 1. Section 4 reviews the code
redundancy assignment strategy under the condition that all
elements are arranged into a single COP; accordingly, we
identify this as the “UniCOP assignment” strategy.

In Section 5, we outline the proposed strategy for as-
signing source elements into several COPs, each of which
is made up of at most N channel packets, where N is the
length of the channel codewords. Whereas packets are en-
coded jointly within any given COP, separate COPs are en-
coded independently. The need for multiple COPs arises
when the maximum transmission length is larger than the
specified COP size, NS. We use the term “MultiCOP assign-
ment” when referring to this strategy. Given arrangement of
source elements into COPs together with a maximum trans-
mission length, we find the optimal code redundancy RN ,k

for each source element so as to maximize the expected util-
ity U . Section 6 provides experimental results in the context
of JPEG2000 data streams.

2. SCALABLE DATA

Scalable data is composed of nested elements. The com-
pression of these elements generally imposes dependencies
among the elements. This means that certain elements can-
not be correctly decoded without first successfully decoding
certain earlier elements. Figure 2 provides an example of de-
pendency structure in a scalable source. Each “column” of
elements �1,y , �2,y , . . . , �X ,y has a simple chain of dependen-
cies, which is expressed as �1,y ≺ �2,y ≺ · · · ≺ �X ,y . This
means that the element �1,y must be recovered before the
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�0

�1,1 �1,2 · · · �1,Y

�X,1 �X,2 · · · �X,Y

Figure 2: Example of dependency structure of scalable sources.

information in element �2,y can be used and so forth. Since
each column depends on element �0, this element must be
recovered prior to the attempt to recover the first element of
every column. There is, however, no dependency between the
columns, that is, �x,y ⊀ �x̄, ȳ and �x,y � �x̄, ȳ , y �= ȳ. Hence,
the elements from one column can be recovered without hav-
ing to recover any elements belonging to other columns.

An image compressed with JPEG2000 serves as a good
example, since it can have a combination of dependent and
independent elements. Dependencies exist between succes-
sive “quality layers” within the JPEG2000 data stream, where
an element which contributes to a higher quality layer cannot
be decoded without first decoding elements from lower qual-
ity layers. JPEG2000 also contains elements which exhibit
no such dependencies. In particular, subbands from differ-
ent levels in the discrete wavelet transform (DWT) are coded
and represented independently within the data stream. Simi-
larly, separate colour channels within a colour image are also
coded and represented independently within the data stream.

Elements of the JPEG2000 compressed data stream form
a tree structure, as depicted in Figure 2. The data stream
header becomes the “root” element. The “branches” corre-
spond to independently coded precincts, each of which is de-
composed into a set of elements with linear dependencies.

3. CHANNEL MODEL

The channel model we use is that of an erasure channel, hav-
ing two important properties. One property is that packets
are either received without any error or discarded due to cor-
ruption or congestion. Secondly, the receiver knows exactly
which packets have been lost. We assume that the channel
packet loss process is i.i.d., meaning that every packet has the
same loss probability p and the loss of one packet does not
influence the likelihood of losing other packets. To compare
the effect of different packet sizes, it is useful to express the
probability p in terms of a bit error probability or bit error
rate (BER) ε. To this end, we will assume that packet loss
arises from random bit errors in an underlying binary sym-
metric channel. The probability of losing any packet with size
S bytes is then p = 1− (1− ε)8S. The probability of receiving
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Figure 3: Example of PN ,k versus RN ,k characteristic with N = 50
and p = 0.3.

at least k out of N packets with no error is then

PN ,k =
N∑
i=k

(
N

i

)
(1− p)i pN−i. (2)

Figure 3 shows an example of the relationship between PN ,k

and RN ,k for the case p = 0.3. Evidently, PN ,k is monotoni-
cally increasing with RN ,k. Significantly, however, the curve is
not convex.

It is convenient to parametrize PN ,k and RN ,k by a single
parameter

r =

N + 1− k, k > 0,

0, k = 0,
(3)

and to assume N implicitly for simpler notation so that

P(r) = PN ,N+1−r , R(r) = RN ,N+1−r (4)

for r = 1, . . . ,N . It is also convenient to define

P(0) = R(0) = 0. (5)

The parameter r is more intuitive than k since r increases in
the same direction as P(r) and R(r). The special case r = 0
means that the relevant element is not transmitted at all.

4. UNICOP ASSIGNMENT

We review the problem of assigning an optimal set of chan-
nel codes to the elements of a scalable data source, subject
to the assumption that all source elements will be packed
into the same set of N channel packets, where N is the code-
word length. The number of packets N and packet size S are
fixed. This is the problem addressed in [6, 7, 8, 9, 10, 11, 12],
which we identified earlier as the UniCOP assignment prob-
lem. Puri and Ramchandran [6] provided an optimization
technique based on the method of Lagrange multipliers to
find the channel code allocation. Mohr et al. [7] proposed a
local search algorithm and later a faster algorithm [8] which
is essentially a Lagrangian optimization. Stankovic et al. [11]
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also presented a local search approach based on a fast iter-
ative algorithm, which is faster than [8]. All these schemes
assume that the source has convex utility-length character-
istic. Stockhammer and Buchner [9] presented a dynamic
programming approach which finds an optimal solution
for convex utility-length characteristics. However, for gen-
eral utility-length characteristics, the scheme is close to op-
timal. Dumitrescu et al. [10] proposed an approach based
on a global search, which finds a globally optimal solution
for both convex and nonconvex utility-length characteris-
tics with similar computation complexity. However, for con-
vex sources, the complexity is lower since it need not take
into account the constraint from the PET framework that the
amount of channel code redundancy must be nonincreasing.
The UniCOP assignment strategy we discuss below is based
on a Lagrangian optimization similar to [6]. However, this
scheme not only works for sources with convex utility-length
characteristic but also applies to general utility-length char-
acteristics. Unlike [10], the complexity in both cases is about
the same and the proposed scheme does not need to explicitly
include the PET constraint since the solution will always sat-
isfy that constraint. Most significantly, the UniCOP assign-
ment strategy presented here serves as a stepping stone to the
“MultiCOP assignment” in Section 5, where the behaviour
with nonconvex sources will become important.

Suppose that the data source contains Q elements and
each source element �q has a fixed number of source sym-
bols Lq. We assume that the data source has a simple chain
of dependencies �1 ≺ �2 ≺ · · · ≺ �Q. This dependency
will in fact impose a constraint that the code redundancy of
the source elements must be nonincreasing, RN ,k1 ≥ RN ,k2 ≥
· · · ≥ RN ,kQ , equivalently, r1 ≥ r2 ≥ · · · ≥ rQ, such that
the recovery of the element �q guarantees the recovery of the
elements �1 to �q−1. Generally, the utility-length character-
istic of the data source can be either convex or nonconvex.
To impart intuition, we begin by considering the former case
in which the source utility-length characteristic is convex, as
illustrated in Figure 4. That is,

U1

L1
≥ U2

L2
≥ · · · ≥ UQ

LQ
. (6)

We will later need to consider nonconvex utility-length char-
acteristics when extending the protection assignment algo-
rithm to multiple COPs even if the original source’s utility-
length characteristic was convex. Nevertheless, we will defer
the generalization to nonconvex sources for the moment un-
til Section 4.2 so as to provide a more accessible introduction
to ideas.

4.1. Convex sources

To develop the algorithm for optimizing the overall utility U ,
we temporarily ignore the constraint r1 ≥ · · · ≥ rQ, which
arises from the dependence between source elements. We will
show later that the solution we obtain will always satisfy this
constraint by virtue of the source convexity. Our optimiza-
tion problem is to optimize the utility function given in (1),

U

U4

U3

U2

U1

L1 L2 L3 L4

L

Figure 4: Example of convex utility-length characteristic for a scal-
able source consisting of four elements with a simple chain of de-
pendencies.

subject to the overall transmission length constraint

L =
Q∑
q=1

LqR
(
rq
) ≤ Lmax. (7)

This constrained optimization problem may be con-
verted to a family of unconstrained optimization problems
parametrized by a quantity λ > 0. Specifically, let U (λ) and
L(λ) denote the expected utility and transmission length as-

sociated with the set {r(λ)
q }1≤q≤Q, which maximize the func-

tional

J (λ) = U (λ) − λL(λ)

=
Q∑
q=1

UqP
(
r(λ)
q

)− λLqR
(
r(λ)
q

)
.

(8)

We omit the term U0 since it only introduces an offset to the
optimization expression and hence does not impact its so-
lution. Evidently, it is impossible to increase U beyond U (λ)

without also increasing L beyond L(λ). Thus if we can find λ

such that L(λ) = Lmax, the set {r(λ)
q } will form an optimal so-

lution to our constrained problem. In practice, the discrete
nature of the problem may prevent us from finding a value
λ such that L(λ) is exactly equal to Lmax, but if the source el-
ements are small enough, we should be justified in ignoring
this small source of suboptimality and selecting the smallest
value of λ such that L(λ) ≤ Lmax. The unconstrained opti-
mization problem decomposes into a collection of Q sepa-

rate maximization problems. In particular, we seek r(λ)
q which

maximizes

J (λ)
q = UqP

(
r(λ)
q

)− λLqR
(
r(λ)
q

)
(9)
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P(r)

0 R(r)

j0

j1

j2

j3
j4

j5

Figure 5: Elements of a convex hull set are the vertices
{ j0, j1, . . . , j5} which lie on the convex hull of the P(r) versus R(r)
characteristic.

for each q = 1, 2, . . . ,Q. Equivalently, r(λ)
q is the value of r

that maximizes the expression

P(r)− λqR(r), (10)

where λq = λLq/Uq. This optimization problem arises in
other contexts, such as the optimal truncation of embedded
compressed bitstreams [13, Section 8.2]. It is known that the

solution r(λ)
q must be a member of the set �C which describes

the vertices of the convex hull of the P(r) versus R(r) char-
acteristic [13, Section 8.2], as illustrated in Figure 5. Then,
if 0 = j0 < j1 < · · · < jI = N is an enumeration of the
elements in �C , and

SC(i) =


P
(
ji
)− P

(
ji−1

)
R
(
ji
)− R

(
ji−1

) , i > 0,

∞, i = 0,
(11)

are the “slope” values on the convex hull, then SC(0) ≥
SC(1) ≥ · · · ≥ SC(I). The solution to our optimization
problem is obtained by finding the maximum value of ji ∈
�C , which satisfies

P
(
ji
)− λqR

(
ji
) ≥ P

(
ji−1

)− λqR
(
ji−1

)
. (12)

Specifically,

r(λ)
q = max

{
ji ∈ �C | P

(
ji
)− P

(
ji−1

)
R
(
ji
)− R

(
ji−1

) ≥ λq

}

= max
{
ji ∈ �C | SC(i) ≥ λq

}
.

(13)

Given λ, the complexity of finding a set of optimal solutions

{r(λ)
q } is �(IQ). Our algorithm first finds the largest λ such

that L(λ) < Lmax and then employs a bisection search to find
λopt, where L(λopt) � Lmax. The number of iteration required
to search for λopt is bounded by the computation precision,
and the bisection search algorithm typically requires a small
number of iterations to find λopt. In our experiments, the
number of iterations is typically fewer than 15, which is usu-
ally much smaller than I or Q. It is also worth noting that the

number of iterations required to find λopt is independent of
other parameters, such as the number of source elements Q,
the packet size S, and the codeword length N .

All that remains now is to show that this solution will
always satisfy the necessary constraint r1 ≥ r2 ≥ · · · ≥ rQ.
To this end, observe that our source convexity assumption
implies that Lq/Uq ≤ Lq+1/Uq+1 so that

{
ji ∈ �C | SC(i) ≥ λq

} ⊇ { ji ∈ �C | SC(i) ≥ λq+1
}
. (14)

It follows that

r(λ)
q = max

{
ji ∈ �C | SC(i) ≥ λq

}
≥ max

{
ji ∈ �C | SC(i) ≥ λq+1

} = r(λ)
q+1, ∀q.

(15)

4.2. Nonconvex sources

In the previous section, we restricted our attention to convex
source utility-length characteristics, but did not impose any
prior assumption on the convexity of the P(r) versus R(r)
channel coding characteristic. As already seen in Figure 3,
the P(r) versus R(r) characteristic is not generally convex.
We found that the optimal solution is always drawn from
the convex hull set �C and that the optimization problem
amounts to a trivial element-wise optimization problem in

which r(λ)
q is assigned to the largest element ji ∈ �C whose

slope SC(i) is no smaller than λLq/Uq.
In this section, we abandon our assumption on source

convexity. We begin by showing that in this case, the optimal
solution involves only those protection strengths r which be-
long to the convex hull �C of the channel code’s performance
characteristic. We then show that the optimal protection as-
signment depends only on the convex hull of the source
utility-length characteristic and that it may be found using
the comparatively trivial methods previously described.

4.2.1. Sufficiency of the channel coding
convex hull �C

Lemma 1. Suppose that {r(λ)
q }1≤q≤Q is the collection of channel

code indices which maximizes J (λ) subject to the ordering con-

straint r(λ)
1 ≥ r(λ)

2 ≥ · · · ≥ r(λ)
Q . Then r(λ)

q ∈ �C for all q.
More precisely, whenever there is rq /∈ �C yielding J̄(λ), there
is always another rq ∈ �C , which yield J (λ) ≥ J̄(λ).

Proof. As before, let 0 = j0 < j1 < · · · < jI be an enu-
meration of the elements in �C . For each ji ∈ �C , define

�i = {r(λ)
q | ji < r(λ)

q < ji+1}. For convenience, we define
jI+1 = ∞ so that the last of these sets �I is well defined. The
objective of the proof is to show that all of these sets �i must
be empty. To this end, suppose that some �i is nonempty
and let r̄1 < r̄2 · · · < r̄Z be an enumeration of its elements.
For each r̄z ∈ �i, let Ūz and L̄z be the combined utilities and
lengths of all source elements which were assigned r(λ)

q = r̄z.
That is,

Ūz =
∑

q
r(λ)
q =r̄z

Uq, L̄z =
∑

q
r(λ)
q =r̄z

Lq. (16)
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For each z < Z, we could assign the alternate value of r̄z+1 to

all of the source elements with r(λ)
q = r̄z without violating the

ordering constraint on r̄(λ)
q . This adjustment would result in

a net increase in J (λ) of

Ūz
[
P
(
r̄z+1

)− P
(
r̄z
)]− λL̄z

[
R
(
r̄z+1

)− R
(
r̄z
)]
. (17)

By hypothesis, we already have the optimal solution, so this
alternative must be unfavourable, meaning that

P
(
r̄z+1

)− P
(
r̄z
)

R
(
r̄z+1

)− R
(
r̄z
) ≤ λ

L̄z
Ūz

. (18)

Similarly, for any z ≤ Z, we could assign the alternate value of
r̄z−1 to the same source elements (where we identify r̄0 with ji
for completeness) again without violating our ordering con-
straint. The fact that the present solution is optimal means
that

P
(
r̄z
)− P

(
r̄z−1

)
R
(
r̄z
)− R

(
r̄z−1

) ≥ λ
L̄z
Ūz

. (19)

Proceeding by induction, we must have monotonically de-
creasing slopes

P
(
r̄1
)− P

(
ji
)

R
(
r̄1
)− R

(
ji
)

≥ P
(
r̄2
)− P

(
r̄1
)

R
(
r̄2
)− R

(
r̄1
) ≥ · · · ≥ P

(
r̄Z
)− P

(
r̄Z−1

)
R
(
r̄Z
)− R

(
r̄Z−1

) .
(20)

It is convenient, for the moment, to ignore the pathological
case i = I . Now since r̄z /∈ �C , we must have

P
(
ji+1

)− P
(
ji
)

R
(
ji+1

)− R
(
ji
)

≥ P
(
r̄1
)− P

(
ji
)

R
(
r̄1
)− R

(
ji
) ≥ · · · ≥ P

(
r̄Z
)− P

(
r̄Z−1

)
R
(
r̄Z
)− R

(
r̄Z−1

) ,

(21)

as illustrated in Figure 6. So, for any given z ≥ 1, we must
have

P
(
ji+1

)− P
(
r̄z
)

R
(
ji+1

)− R
(
r̄z
) ≥ P

(
r̄z
)− P

(
r̄z−1

)
R
(
r̄z
)− R

(
r̄z−1

) ≥ λ
L̄z
Ūz

, (22)

meaning that all of the source elements which are currently

assigned r(λ)
q = r̄z could be assigned r(λ)

q = ji+1 instead with-
out decreasing the contribution of these source elements to
J (λ). Doing this for all z simultaneously would not violate the
ordering constraint, meaning that there is another solution,
which is at least as good as the one claimed to be optimal, in
which �i is empty.

For the case i = I , the fact that r̄1 /∈ �C and that there are
no larger values of r which belong to the convex hull means
that (P(r̄1) − P( ji))/(R(r̄1) − R( ji)) ≤ 0 and hence (P(r̄z) −
P(r̄z−1))/(R(r̄z)−R(r̄z−1)) ≤ 0 for each z. But this contradicts
(19) since λ(L̄z/Ūz) is strictly positive. Therefore, �I is also
empty.

P(r)

ji

ji+1

r̄1

r̄z

r̄z

R(r)

Figure 6: The parameters r̄1, . . . , r̄Z between ji and ji+1 are not part
of convex hull points and have decreasing slopes.

4.2.2. Sufficiency of the source convex hull �S

In the previous section, we showed that we may restrict our
attention to channel codes belonging to the convex hull set,
that is, r ∈ �C , regardless of the source convexity. In this
section, we show that we may also restrict our attention to
the convex hull of the source utility-length characteristic.

Since the solution to our optimization problem satisfies

r(λ)
1 ≥ r(λ)

2 ≥ · · · ≥ r(λ)
Q , it may equivalently be described in

terms of a collection of thresholds 1 ≤ t(λ)
i ≤ Q which we

define according to

t(λ)
i = max

{
q | r(λ)

q ≥ ji
}

, (23)

where 0 = j0 < j1 < · · · < jI = N is our enumeration
of �C . For example, consider a source with Q = 6 elements
and a channel code convex hull �C with ji ∈ {0, 1, 2, . . . , 6}.
Suppose that these elements are assigned

(
r1, r2, . . . , r6

) = (5, 3, 2, 1, 1, 0). (24)

Then, elements that are assigned at least j0 = 0 correspond
to all the six r’s and so t0 = 6. Similarly, elements that are
assigned at least j1 = 1 correspond to the first five r’s and so,
t1 = 5. Performing the same computation as above for the
remaining ji produces

(
t0, t1, . . . , t6

) = (6, 5, 3, 2, 1, 1, 0). (25)

Evidently, the thresholds are ordered according to Q = t(λ)
0 ≥

t(λ)
1 ≥ · · · ≥ t(λ)

I . The r(λ)
q values may be recovered from this

threshold description according to

r(λ)
q = max

{
ji ∈ �C | t(λ)

i ≥ q
}
. (26)

Using the same example above, given the channel code con-
vex hull points {0, 1, 2, . . . , 6} and a set of thresholds (25),
possible threshold values for �1 are (t0, t1, . . . , t5) and so, r1 =
5. Similarly, possible threshold values for �2 are (t0, . . . , t3)
and so, r2 = 3. Performing the same computation as above
for the remaining elements will produce the original code
(24). Now, the unconstrained optimization problem from
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(8) may be expressed as

J (λ) =
t(λ)
1∑

q=1

UqP
(
j1
)− λLqR

(
j1
)

+
t(λ)
2∑

q=1

Uq
[
P
(
j2
)− P

(
j1
)]− λLq

[
R
(
j2
)− R

(
j1
)]

+ · · ·

=
I∑

i=1


 t(λ)

i∑
q=1

UqṖi − λLqṘi




︸ ︷︷ ︸
O(λ)
i

,

(27)

where

Ṗi � P
(
ji
)− P

(
ji−1

)
, Ṙi � R

(
ji
)− R

(
ji−1

)
. (28)

If we temporarily ignore the constraint that the thresh-

olds must be properly ordered according to t(λ)
1 ≥ t(λ)

2 ≥
· · · ≥ t(λ)

I , we may maximize J (λ) by maximizing each of the

terms O(λ)
i separately. We will find that we are justified in do-

ing this since the solution will always satisfy the threshold

ordering constraint. Maximizing O(λ)
i is equivalent to finding

t(λ)
i , which maximize

t(λ)
i∑

q=1

Uq − λ̇iLq, (29)

where λ̇i = λṘi/Ṗi. The same problem arises in connection
with optimal truncation of embedded source codes1 [13, Sec-

tion 8.2]. It is known that the solutions t(λ)
i must be drawn

from the convex hull set �S. Similar to �C , �S contains ver-
tices lying on the convex hull curve of the utility-length char-
acteristic. Let 0 = h0 < h1 < · · · < hH = Q be an enumera-
tion of the elements of �S and let

SS(n) =



∑hn

q=hn−1+1 Uq∑hn
q=hn−1+1 Lq

, n > 0,

∞, n = 0,

(30)

be the monotonically decreasing slopes associated with �S.
Then

t(λ)
i = max


hn ∈ �S |

hn∑
q=hn−1+1

Uq − λ̇iLq ≥ 0




= max


hn ∈ �S |

∑hn
q=hn−1+1 Uq∑hn
q=hn−1+1 Lq

≥ λ̇i




= max
{
hn ∈ �S | SS(n) ≥ λ̇i

}
= max

{
hn ∈ �S | SS(n) ≥ λṘi/Ṗi

}
.

(31)

1In fact, this is the same problem as in Section 4.1 except that P(r) and
R(r) are replaced with

∑t
q=1 Uq and

∑t
q=1 Lq .

Finally, observe that

Ṙi

Ṗi
= R

(
ji
)− R

(
ji−1

)
P
(
ji
)− P

(
ji−1

) = 1
SC(i)

. (32)

Monotonicity of the channel coding slopes SC(i) implies that
SC(i) ≥ SC(i + 1) and hence λ/SC(i) ≤ λ/SC(i + 1). Then,{

hn ∈ �S | SS(n) ≥ λ/SC(i)
}

⊇ {hn ∈ �S | SS(n) ≥ λ/SC(i + 1)
}
.

(33)

It follows that

t(λ)
i = max

{
hn ∈ �S | SS(n) ≥ λ/SC(i)

}
≥ max

{
hn ∈ �S | SS(n) ≥ λ/SC(i + 1)

} = t(λ)
i+1.

(34)

Therefore, the required ordering property t(λ)
1 ≥ t(λ)

2 ≥ · · · ≥
t(λ)
I is satisfied.

In summary, for each ji ∈ �C , we find the threshold t(λ)
i

from

t(λ)
i = max

{
hn ∈ �S | SS(n) ≥ λ/SC(i)

}
(35)

and then assign (26). The solution is guaranteed to be at least
as good as any other channel code assignment, in the sense

of maximizing J (λ) subject to r(λ)
1 ≥ r(λ)

2 ≥ · · · ≥ r(λ)
Q , re-

gardless of the convexity of the source or channel codes. The
computational complexity is now �(IH) for each λ. Similar
to the convex sources case, we employ the bisection search
algorithm to find λopt.

5. MULTICOP ASSIGNMENT

In the UniCOP assignment strategy, we assume that either
the packet size S or the codeword length N can be set suf-
ficiently large so that the data source can always fit into N
packets. Specifically, the UniCOP assignment holds under
the following condition:

Q∑
q=1

LqR
(
rq
) ≤ NS. (36)

Recall from Figure 1 that NS is the COP size.
The choice of the packet size depends on the type of

channel that the data is transmitted through. Some channels
might have low BERs allowing the use of large packet sizes
with a reasonably high probability of receiving error-free
packets. However, wireless channels typically require small
packets due to their much higher BER. Packaging a large
amount of source data into small packets requires a large
number of packets and hence long codewords. This is un-
desirable since it imposes a computational burden on both
the channel encoder and, especially, the channel decoder.

If the entire collection of protected source elements can-
not fit into a set of N packets of length S, more than one
COP must be employed. When elements are arranged into
COPs, we no longer have any guarantee that a source element
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with a stronger code can be recovered whenever a source ele-
ment with a weaker code is recovered. The code redundancy
assignment strategy described in Section 4 relies upon this
property in order to ensure that element dependencies are
satisfied, allowing us to use (1) for the expected utility.

5.1. Code redundancy optimization

Consider a collection of C COPs {�1, . . . , �C} characterized
by {(s1, f1), . . . , (sC, fC)}, where sc and fc represent the in-
dices of the first and the last source elements residing in the
COP �c. We assume that the source elements have a sim-
ple chain of dependencies �1 ≺ �2 ≺ · · · ≺ �Q such that
prior to recovering an element �q, all preceding elements
�1, . . . , �q−1 must be recovered first. Within each COP �i,
we can still constrain the code redundancies to satisfy

rsi ≥ rsi+1 ≥ · · · ≥ r fi (37)

and guarantee that no element in COP �i will be recovered
unless all of its dependencies within the same COP are also
recovered. The probability P(r fi) of recovering the last ele-
ment � fi thus denotes the probability that all elements in
COP �i are recovered successfully. Therefore, any element �q

in COP �c, which is correctly recovered from the channel,
will be usable if and only if the last element of each earlier
COP is recovered. This changes the expected utility in (1) to

U = U0 +
C∑
c=1

fc∑
q=sc

(
UqP

(
rq
) c−1∏
i=1

P
(
r fi
))

. (38)

Our objective is to maximize this expression for U subject
to the same total length constraint Lmax, as given in (7), and
subject also to the constraint that

rsc ≥ rsc+1 ≥ · · · ≥ r fc (39)

for each COP �c. Similar to the UniCOP assignment strategy,
this constrained optimization problem can be converted into
a set of unconstrained optimization problems parametrized
by λ. Specifically, we search for the smallest λ such that L(λ) ≤
Lmax, where L(λ) is the overall transmission length associated

with the set {r(λ)
q }1≤q≤Q, which maximizes

J (λ) = U (λ) − λL(λ)

=
C∑
c=1

fc∑
q=sc

UqP
(
r(λ)
q

) c−1∏
i=1

P
(
r(λ)
fi

)− λLqR
(
r(λ)
q

) (40)

subject to the constraint rsc ≥ rsc+1 ≥ · · · ≥ r fc for all c.
This new functional turns out to be more difficult to opti-
mize than that in (8) since the product terms in U (λ) couple
the impact of code redundancy assignments for different el-
ements. In fact, the optimization objective is generally mul-
timodal exhibiting multiple local optima.

Nevertheless, it is possible to devise a simple optimiza-
tion strategy, which rapidly converges to a local optimum,
with good results in practice. Specifically, given an initial set
of {rq}1≤q≤Q and considering only one COP, �c, at a time,

we can find a set of code redundancies {rsc , . . . , r fc} which
maximizes J (λ) subject to all other rq’s being held constant.
The solution is sensitive to the initial {rq} set since the op-
timization problem is multimodal. However, as we shall see
shortly in Section 5.2, since we build multiple COPs out of
one COP, it is reasonable to set the initial values of {rq} equal
to those obtained from the UniCOP assignment of Section 4.
The UniCOP assignment works under the assumption that
all encoded source elements can fit into one COP. This al-
gorithm is guaranteed to converge as we cycle through each
COP in turn, since the code redundancies for each COP ei-
ther increase J (λ) or leave it unchanged, and the optimization
objective is clearly bounded above by

∑
q Uq. The optimal so-

lution for each COP is found by employing the scheme devel-
oped in Section 4. Our optimization objective for each COP
�c is to maximize a quantity

J (λ)
c =

fc∑
q=sc

Uq

[ c−1∏
i=1

P
(
r(λ)
fi

)]
P
(
r(λ)
q

)
− λLqR

(
r(λ)
q

)
+ P

(
r(λ)
fc

)
Γc

(41)

while keeping code redundancies in other COPs constant.
The last element � fc in COP �c is unique since its recovery
probability appears in the utility term of succeeding elements
� fc+1, . . . , �Q which reside in COPs �c+1, . . . , �C . This effect
is captured by the term

Γc =
C∑

m=c+1

fm∑
n=sm

UnP
(
r(λ)
n

) m−1∏
i=1, i�=c

P
(
r(λ)
fi

)
; (42)

Γc can be considered as an additional contribution to the ef-
fective utility of � fc .

Evidently, Γc is nonnegative, so it will always increase the
effective utility of the last element in any COP �c, c < C. Even
if the original source elements have a convex utility-length
characteristic such that

Usc

Lsc
≥ Usc+1

Lsc+1
≥ · · · ≥ Ufc

L fc
, (43)

the optimization of J (λ)
c subject to rsc ≥ rsc+1 ≥ · · · ≥ r fc

involves the effective utilities

U ′
q =




Uq

c−1∏
i=1

P
(
r(λ)
fi

)
, q = sc, . . . , fc − 1,

Uq

c−1∏
i=1

P
(
r(λ)
fi

)
+ Γc, q = fc.

(44)

Apart from the last element q = fc, U ′
q is a scaled version

of Uq involving the same scaling factor
∏c−1

i=1 P(r(λ)
i ) for each

q. However, the last element � fc has an additional utility Γc
which can destroy the convexity of the source effective utility-
length characteristic. This phenomenon forms the principle
motivation for the development in Section 4 of code redun-
dancy assignment strategy, which is free from the assumption
of convexity on the source or channel code characteristic.
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In summary, the code redundancy assignment strategy
for multiple COPs involves cycling through the COPs one at
a time, holding the code redundancy for all COPs constant,

and finding the values of r(λ)
q , sc ≤ q ≤ fc, which maximize

J (λ)
c =

fc∑
q=sc

U ′
qP
(
r(λ)
q

)− λLqR
(
r(λ)
q

)
(45)

subject to the constraint rsc ≥ · · · ≥ r fc . Maximization of

J (λ)
c subject to rsc ≥ · · · ≥ r fc , is achieved by using the strat-

egy developed in Section 4, replacing each element’s utility
Uq with its current effective utility U ′

q. Specifically, for each

COP �c, we find a set of {t(λ)
i }which must be drawn from the

convex hull set �(c)
S of the source effective utility-length char-

acteristic. Since U ′
fc

is affected by {r fc+1, . . . , rQ}, elements in

�(c)
S may vary depending on these code redundancies and

thus must be recomputed at each iteration of the algorithm.
Then,

t(λ)
i = max

{
hn ∈ �(c)

S | SS(n) ≥ λ/SC(i)
}

, (46)

where

SS(n) =




∑hn
q=hn−1+1 U

′
q∑hn

q=hn−1+1 Lq
, n > 0

∞, n = 0.

(47)

The solution r(λ)
q may be recovered from t(λ)

i using (26). As
in the UniCOP case, we find the smallest value of λ such
that the resulting solution satisfies L(λ) ≤ Lmax. Similar to the
UniCOP assignment of nonconvex sources, for each COP �c,
the computation complexity is �(IHc), where Hc is the num-

ber of elements in �(c)
S . Hence, in each iteration, it requires

�(IH) computations, where H =∑C
c=1 Hc. For some λ > 0, it

typically requires fewer than 10 iterations for the solution to
converge.

5.2. COP allocation algorithm

We are still left with the problem of determining the best al-
location of elements to COPs subject to the constraint that
the encoded source elements in any given COP should be no
larger than NS. When Lmax is larger than NS, the need to use
multiple COPs is inevitable. The proposed algorithm starts
by allocating all source elements to a single COP �1. Code
redundancies are found by applying the UniCOP assignment
strategy of Section 4. COP �1 is then split into two parts, the
first of which contains as many elements as possible ( f1 as
large as possible) while still having an encoded length L�1 no
larger than NS. At this point, the number of COPs is C = 2
and �2 does not generally satisfy L�2 ≤ NS.

The algorithm proceeds in an iterative sequence of steps.
At the start of the tth step, there are Ct COPs, all but the last
of which have encoded lengths no larger thanNS. In this step,
we first apply the MultiCOP code redundancy assignment al-
gorithm of Section 5.1 to find a new set of {rsc , . . . , r fc} for
each COP �c maximizing the total expected utility subject to

�c′ �c′+1 �Ct

Step t 1 Q

fc′
Sc′ f ′ f ′ + 1 fCt+1

Step t + 1 1 Q

�c′ �Ct+1

Figure 7: Case 1 of the COP allocation algorithm. At step t, L�c

exceeds NS and hence is truncated. Its trailing elements and the rest
of source elements are allocated to one COP, �Ct+1 .

�1
�Ct

Step t 1 Q

fCt
SCt

fCt SCt+1
fCt+1

Step t + 1 1 Q

�Ct �Ct+1

Figure 8: Case 2 of the COP allocation algorithm. At step t, the last
COP is divided into two, the first of which, �Ct , satisfies NS.

the overall length constraint Lmax. The new code redundan-
cies produced by the MultiCOP assignment algorithm may
cause one or more of the initial Ct−1 COPs to violate the en-
coded length constraint of L�c ≤ NS. In fact, as the algorithm
proceeds, the encoded lengths of source elements assigned to
all but the last COP tend to increase rather than decrease, as
we shall argue later. The step is completed in one of two ways
depending on whether or not this happens.

Case 1 (L�c > NS for some c < Ct). Let �c′ be the first COP
for which L�c′ > NS. In this case, we find the largest value

of f ′ ≥ sc′ such that
∑ f ′

q=sc′ LqR(rq) ≤ NS. COP �c′ is trun-
cated by setting fc′ = f ′ and all of the remaining source el-
ements � f ′+1, � f ′+2, . . . , �Q are allocated to �c′+1. The algo-
rithm proceeds in the next step with only Ct+1 = c′ + 1 ≤ Ct

COPs, all but the last of which satisfy the length constraint.
Figure 7 illustrates this case.

Case 2 (LCc ≤ NS, for all c < Ct). In this case, we find the
largest value of f ≥ sCt in order to satisfy

∑ f
q=sCt LqR(rq) ≤

NS, setting fCt = f . If f = Q, all source elements are
already allocated to COPs, satisfying the length constraint,
and their code redundancies are already jointly optimized, so
we are done. Otherwise, the algorithm proceeds in the next
step with Ct+1 = Ct + 1 COPs, where �Ct+1 contains all of
the remaining source elements � f +1, � f +2, . . . , �Q. Figure 8
demonstrates this case.
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To show that the algorithm must complete after a finite
number of steps, observe first that the number of COPs must
be bounded above by some quantity M ≤ Q. Next, define an
integer-valued functional

Zt =
Ct∑
c=1

∥∥�(t)
c

∥∥Q(M−c), (48)

where ‖�(t)
c ‖ denotes the number of source elements allo-

cated to COP �c at the beginning of step t. This functional
has the important property that each step in the allocation
algorithm decreases Zt. Since Zt is always a positive finite in-
teger, the algorithm must therefore complete in a finite num-
ber of steps. To see that each step does indeed decrease Zt,
consider the two cases. If step t falls into Case 1, with �c′ the
COP whose contents are reduced, we have

Zt+1 =
c′−1∑
c=1

∥∥�(t)
c

∥∥Q(M−c) +
(
f + 1− s(t)

c′
)
Q(M−c′)

+ (Q − f )Q(M−c′−1)

=
c′∑
c=1

∥∥�(t)
c

∥∥Q(M−c) +
(
Q − f (t)

c′
)
Q(M−c′−1)

− ( f (t)
c′ − f

)(
Q(M−c′) −Q(M−c′−1))

<
Ct∑
c=1

∥∥�(t)
c

∥∥Q(M−c) + (Q − 2) ·QM−c′−1

− (Q(M−c′) −Q(M−c′−1))
<

Ct∑
c=1

∥∥�(t)
c

∥∥Q(M−c) = Zt.

(49)

If step t falls into Case 2, some of the source elements are
moved from �Ct to �Ct+1, where their contribution to Zt is
reduced by a factor of Q, so Zt+1 < Zt.

The key property of our proposed COP allocation algo-
rithm, which ensures its convergence, is that whenever a step
does not split the final COP, it necessarily decreases the num-
ber of source elements contained in a previous COP �c′ . The
algorithm contains no provision for subsequently reconsid-
ering this decision and moving some or all of these elements
back into �c′ . We claim that there is no need to revisit the de-
cision to move elements out of �c′ for the following reason.
Assuming that we do not alter the contents of any previous
COPs (otherwise, the algorithm essentially restarts from that
earlier COP boundary), by the time the allocation is com-
pleted, all source elements following the last element in �c′

should be allocated to COPs �c, with indices c at least as large
as they were in step t. Considering (44), the effective utilities
of these source elements will tend to be reduced relative to
the effective utilities of the source elements allocated to �1

through �c′ . Accordingly, one should expect the source ele-
ments allocated to �1 through �c′ to receive a larger share
of the overall length budget Lmax, meaning that their coded
lengths should be at least as large as they were in step t.
While this is not a rigorous proof of optimality, it provides
a strong justification for the proposed allocation algorithm.

In practice, as the algorithm proceeds, we always observe that
the code redundancies assigned to source elements in earlier
COPs either remain unchanged or else increase.

5.3. Remarks on the effect of packet size

Throughout this paper, we have assumed that P(rq), the
probability of receiving sufficient packets to decode an ele-
ment �q, depends only on the selection of rq = N − kq + 1,
where an (N , kq) channel code is used. The value ofN is fixed,
but as discussed in Section 3, the value of P(rq) also depends
upon the actual size of each encoded packet. We have taken
this to be S, but our code redundancy assignment and COP
allocation algorithms use S only as an upper bound for the
packet size. If the maximum NS bytes are not used by any
COP, each packet may actually be smaller than S. This, in
turn, may alter the values of P(rq) so that our assigned codes
are no longer optimal.

Fortunately, if the individual source elements are suf-
ficiently small, the actual size of each COP should be ap-
proximately equal to its maximum value of NS, meaning
that the actual packet size should be close to its maximum
value of S. It is true that allocating more COPs, each with a
smaller packet size, can yield higher expected utilities. How-
ever, rather than explicitly accounting for the effect of ac-
tual packet sizes within our optimization algorithm, various
values for S are considered in an “outer optimization loop.”
In particular, for each value of S, we compute the channel
coding characteristic described by P(rq) and R(rq) and then
invoke our COP allocation and code redundancy optimiza-
tion algorithm. Section 6 presents expected utility results ob-
tained for various values of S. One potential limitation of this
strategy is that the packet size S is essentially being forced to
take on the same value within each COP. We have not consid-
ered the possibility of allowing different packet sizes or even
different channel code lengths N for each COP.

6. COMPARATIVE RESULTS

In this section, we compare the total expected utility of a
compressed image at the destination whose code redundan-
cies have been determined using the UniCOP and MultiCOP
assignment strategies described in Sections 4 and 5. We se-
lect a code length N = 100, a maximum transmission length
Lmax = 1 000 000 bytes, a range of BER ε, and packet sizes
S. The scalable data source used in these experiments is a
2560× 2048 JPEG2000 compressed image, decomposed into
6 resolution levels. The image is grayscale exhibiting only one
colour component and we treat the entire image as one tile
component. Each resolution level is divided into a collection
of precincts with size 128×128 samples, resulting in a total of
429 precincts. Each precinct is further decomposed into 12
quality elements. Overall, there are 5149 elements, treating
each quality element and the data stream header as a source
element. It is necessary to create a large number of source el-
ements so as to minimize the impact of the discrete nature
of our optimization problem, which may otherwise produce
suboptimal solutions as discussed in Section 4.1.
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Figure 9: Comparative performance between UniCOP and Multi-
COP assignment strategies with ε = 10−3.

We arrange the source elements into a linear sequence ex-
hibiting a simple chain of dependencies with a convex utility-
length characteristic. For simplicity, we assume that in the
event, where any part of any element is corrupted, the entire
element will be rendered useless along with all subsequent el-
ements which depend upon it.2 The UniCOP results were ob-
tained by using the UniCOP assignment under the assump-
tion that all source elements can be arranged into one COP.
The encoded elements are then assigned to multiple COPs,
whenever this is demanded by the constraint NS. The utility
measure used here is a negated MSE, and the total expected
utility is conveniently expressed in terms of peak signal-to-
noise ratio (PSNR).3 An improvement in the expected utility
is equivalent to an increase in PSNR. To get a reasonable ap-
proximation of the total expected utility for each value of the
packet size parameter S, the number of experiments which
we run to find the overall expected utility is adjusted accord-
ing to the packet loss probability. The MultiCOP results were
based on the MultiCOP assignment algorithm, which pro-
gressively allocates source elements to COPs and assigns code
redundancies to source elements accordingly. Figures 9, 10,
and 11 compare the UniCOP results with those obtained by
using the MultiCOP assignment strategy.

If all of the coded source elements are able to fit inside a
single COP subject to the constraints determined by N and
S, the UniCOP assignment will be optimal. Moreover, in this
case, the UniCOP and MultiCOP strategies produce identi-
cal solutions. Otherwise, source elements must be assigned
to multiple COPs, violating some of the assumptions un-
derlying the UniCOP assignment strategy. In particular, the

2In practice, this assumption is excessively conservative since JPEG2000
decoders are able to recover well from some types of error.

3Peak signal-to-noise ratio is defined as 10 log(P2/MSE), where P is the
peak-to-peak signal amplitude. In this case, P = 255 since we are working
with 8-bit images.
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Figure 10: Comparative performance between UniCOP and Multi-
COP assignment strategies with ε = 10−4.
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Figure 11: Comparative performance between UniCOP and Multi-
COP assignment strategies with ε = 10−5.

recovery of any element �q no longer guarantees the recov-
ery of all the preceding elements �1, . . . , �q−1 whose code re-
dundancies are at least equal to that of �q. In this case, we
would expect to see the MultiCOP assignment strategy pro-
viding superior performance. Figures 9, 10, and 11 show that
both UniCOP and MultiCOP assignment strategies produce
higher PSNR when the packet sizes are small. This is due to
the fact that for a given BER, the packet loss probability de-
creases with decreasing the packet size. Low packet loss prob-
ability allows the elements to be assigned with weak codes
and hence to be encoded with lower amount of redundancy.
Therefore, it is possible to transmit more encoded elements
without exceeding the maximum length Lmax.

The PSNR values from the MultiCOP assignment strat-
egy are always higher relative to the UniCOP case for a given
packet size and BER. The MultiCOP assignment process
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described in Section 5 increases the expected utilities of the
elements in the earlier COPs relative to those of the elements
in the later COPs. This causes the same or a stronger code to
be assigned to the elements in the earlier COPs. As a result,
the elements in the earlier COPs are not corrupted as easily
by packet loss.

The improvement in the PSNR for the MultiCOP assign-
ment also depends on the BER ε. At high BER, the difference
in PSNR could reach above 5 dB, but at low BER, the dif-
ference is at most 2 dB. The main reason for this is that the
high BER, which requires the use of small packet sizes, pro-
duces a large number of COPs. Therefore, the code redun-
dancies produced by the MultiCOP assignment differ much
from those produced by the UniCOP assignment at high er-
ror rates. Accordingly, the MultiCOP assignment strategy is
particularly very appealing for channels with high error rates,
such as wireless channels.

Finally, the results show that for any given BER ε, the im-
provement in PSNR diminishes as the packet size decreases.
This is due to the fact that fewer packets are lost since a de-
crease in packet size reduces packet loss probability. In turn,
the likelihood of recovering source elements for both Multi-
COP and UniCOP assignment strategies increases, resulting
in similar overall expected utility. Of course, applications do
not generally have the freedom of selecting packet sizes. The
use of small packets increases the amount of the packet over-
head, a fact which is not taken into account in the results
presented here.

7. CONCLUSIONS

Although PET provides an excellent framework for optimal
protection of scalable data sources against erasure, it suffers
from a difficulty that all channel codes must span the en-
tire collection of network packets. In many practical appli-
cations, the size of the data source is large and packet sizes
must be relatively small, leading to the need for long and
computationally demanding channel codes. Two solutions to
this problem present themselves immediately. Small network
packets can be concatenated forming larger packets, thereby
reducing the codeword length of the channel codes. Unfor-
tunately, an erasure channel model is required such that the
larger packets must be considered lost if any of their con-
stituent packets are lost. Clearly, this solution is unsuitable
for channels with significant packet loss probability.

As an alternative, the code redundancy assignment op-
timized for the PET framework could be used with shorter
channel codes representing smaller COPs. When data must
be divided up into independently coded COPs with shorter
channel codes, the MultiCOP assignment strategy proposed
in this paper provides significant improvements in the ex-
pected utility (PSNR). Nevertheless, the need to use mul-
tiple COPs imposes a penalty of its own. One drawback of
the multiple COP assignment strategy is the amount of com-
putation required to determine optimal code redundancies
at the transmitter. This is particularly significant when there
are large numbers of source elements and/or the COP size

is small. It is reasonable to expect exactly these conditions
when transmitting a large compressed image over a wireless
network. The development of fast algorithms for finding the
MultiCOP assignment remains an active topic of investiga-
tion.

Including the codeword length as a parameter in the code
redundancy assignment problem allows for flexibility in the
choice of channel coding complexity. Since the channel de-
coder is generally more complex than the channel encoder,
selecting short codewords will ease the computational bur-
den at the receiver. This is particularly important for wireless
mobile devices which have tight power and hence computa-
tion constraints.
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The advanced video codec (AVC) standard, recently defined by a joint video team (JVT) of ITU-T and ISO/IEC, is introduced
in this paper together with its performance and complexity co-evaluation. While the basic framework is similar to the motion-
compensated hybrid scheme of previous video coding standards, additional tools improve the compression efficiency at the ex-
pense of an increased implementation cost. As a first step to bridge the gap between the algorithmic design of a complex multime-
dia system and its cost-effective realization, a high-level co-evaluation approach is proposed and applied to a real-life AVC design.
An exhaustive analysis of the codec compression efficiency versus complexity (memory and computational costs) project space is
carried out at the early algorithmic design phase. If all new coding features are used, the improved AVC compression efficiency
(up to 50% compared to current video coding technology) comes with a complexity increase of a factor 2 for the decoder and
larger than one order of magnitude for the encoder. This represents a challenge for resource-constrained multimedia systems such
as wireless devices or high-volume consumer electronics. The analysis also highlights important properties of the AVC framework
allowing for complexity reduction at the high system level: when combining the new coding features, the implementation com-
plexity accumulates, while the global compression efficiency becomes saturated. Thus, a proper use of the AVC tools maintains the
same performance as the most complex configuration while considerably reducing complexity. The reported results provide inputs
to assist the profile definition in the standard, highlight the AVC bottlenecks, and select optimal trade-offs between algorithmic
performance and complexity.

Keywords and phrases: video compression standards (MPEG AVC, H.26L, H.264), power-optimized multimedia coding, cost-
effective design of multimedia systems, complexity analysis.

1. INTRODUCTION

New applications and services in the communication and
computing technology mainly focus on the processing and
transmission of multimedia contents with portable and per-

sonal access to the information. While the enabling technolo-
gies for speech, data, text, and audio are available today (al-
lowing the widespread diffusion of mobile phones, MP3 mu-
sic players, global positioning systems to name but a few), the
management of video information represents a remaining
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design challenge for its inherent high data rates and stor-
age burdens. To cope with this issue, the advanced video
codec (AVC), recently defined in a standardization effort of
the ITU-T and ISO/IEC joint video team (JVT) [1, 2, 3, 4],
promises both enhanced compression efficiency over existing
video coding standards (H.263 [5], MPEG-4 Part 2 [6, 7])
and network friendly video streaming. The codec aims at
both conversational (bidirectional and real-time videotele-
phony, videoconferencing) and nonconversational (storage,
broadcasting, streaming) applications for a wide range of bit-
rates over wireless and wired transmission networks.

Like previous video coding standards [5, 6, 7], AVC is
based on a hybrid block-based motion compensation and
transform-coding model. Additional features improve the
compression efficiency and the error robustness at the ex-
pense of an increased implementation complexity. This di-
rectly affects the possibility for cost-effective development
of AVC-based multimedia systems and hence the final suc-
cess of the standard. The scope of this paper is the explo-
ration of the compression efficiency versus implementation
cost design space to provide early feedbacks on the AVC bot-
tlenecks, select the optimal use of the coding features, and
assist the definition of profiles in the standard. The com-
plexity analysis focuses on the data transfer and storage, as
these are the dominant cost factors in multimedia system
design for both software- and hardware-based architectures
[8, 9, 10, 11, 12, 13, 14, 15, 16]. Memory metrics are com-
pleted by computational burden measures. A comparison of
the new codec with respect to current video coding technol-
ogy, in terms of both compression efficiency and implemen-
tation cost, is also provided.

The paper is organized as follows. After a review of
known profiling methodologies for multimedia system de-
sign, Section 2 defines and motivates the analysis approach
adopted throughout the paper. A description of the up-
coming standard including both encoder and decoder ar-
chitectures is addressed in Section 3. Section 4 describes the
testbench environment. Section 5 presents the global results
obtained for the codec in terms of compression efficiency,
memory cost, and computational burden. Section 6 exploits
a multiobjective analysis to select the optimal trade-off be-
tween algorithmic performance and implementation cost.
Section 7 deals with the definition of profiles in the standard.
Conclusions are drawn in Section 8.

2. PERFORMANCE AND COMPLEXITY
EVALUATION METHODOLOGY

As sketched in Figure 1, the design flow of complex multime-
dia systems such as video codecs typically features two main
steps: an algorithmic development phase followed by a sys-
tem implementation process. The first step focuses on algo-
rithmic performance (peak signal-to-noise ratio (PSNR), vi-
sual appearance, and bit rate). The algorithmic specification
is typically released as a paper description plus a software ver-
ification model (often in C). Usually, the software model is
not optimized for a cost-effective realization since its scope
is mainly a functional algorithmic verification and the tar-

Step 1 (AVC status) Step 2 Design steps

Reference software code
focuses on performance

Electronic equipments

Algorithm development Implementation

Optimize

Analyze &
predict

Cost of the service

Complexity

Aim of this work

Conventional flow

Figure 1: Algorithmic performance and complexity co-evaluation
for cost-effective system design.

get platform is unknown. Moreover, in the case of multi-
media standards such as ITU-T and ISO/IEC video codecs,
the verification software models (up to 100.000 C-code lines
[10]) are written in different code styles since they are the
results of the combined effort of multiple teams. The sec-
ond step of the design flow deals with the actual system
realization starting from the paper and software specifica-
tion. Only at this late stage, the true implementation com-
plexity of the algorithm is known, which will determine
the cost of the user’s terminal and hence its success and
widespread diffusion or not. If the initial cost specifications
are not reached, the gained complexity information is used
to re-enter the design flow making new actions at algorith-
mic and then implementation levels. This time-consuming
loop ends only when the complexity meets the user’s require-
ments.

To bridge the gap between the algorithmic development
of a new multimedia application and its cost-effective re-
alization, we propose to explore the performance versus
implementation cost design space at the early algorithmic
design phase. The goal of this co-evaluation approach is
twofold: (i) to assess the performance and implementation
cost of a new multimedia system presenting also a compari-
son with current technology (“Analyze & Predict” arrow in
Figure 1); (ii) to provide feedback on the realization bot-
tlenecks and highlight the properties of the system allow-
ing for complexity reduction at the early algorithmic de-
sign phase (“Optimize” arrow in Figure 1). This way, the
time-consuming iterations of the conventional design flow
can be avoided. Particularly, this paper focuses on the de-
sign of the AVC video coding standard for which a commit-
tee draft specification and a verification software C-model
have been recently defined [1, 2]. The huge C-code com-
plexity of multimedia systems makes an implementation cost
analysis without additional help time consuming and er-
ror prone. Hence, a supporting framework for automated
analysis of the executable software specification is essential
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to apply the co-evaluation approach to a complex real-life
design such as AVC. To this aim, the C-in-C-out ATOM-
IUM/Analysis environment [10, 15, 17] has been developed.
It consists of a set of kernels providing functionality for data
transfer and storage analysis and pruning. Using ATOMIUM
involves three steps [10]: instrumenting the program, gen-
erating complexity data by executing the instrumented code
with representative test stimuli, and postprocessing of this
data.

High-level profiling analyses have been addressed in
the past for previous ITU-T (H.263+ in [5]) and ISO/IEC
(MPEG-4 Part 2 in [6, 18], MPEG-1/-2 decoder in [19])
video codecs. However, the above approaches focus mainly
on computational complexity (processing time [5] or
instruction-level [6, 19] profiling on a specific platform: typ-
ically general purpose CISC processors, e.g., Pentium in [5],
or RISC processors, e.g., UltraSPARC in [6, 19]), while the
actual implementation of H.263 and MPEG-4 codecs clearly
demonstrates that multimedia applications are data domi-
nated. As a consequence, data transfer and storage have a
dominant impact on the cost-effective realization of multi-
media systems for both hardware- and software-based plat-
forms [8, 9, 10, 11, 12, 13, 14, 15, 16]. Application specific
hardware implementations have the freedom to match the
memory and communication architectures to the applica-
tion. Thus, an efficient design flow exploits this to reduce area
and power [8, 11, 12]. On the other hand, programmable
processors rely on the memory hierarchy and on the com-
munication bus architecture that come with them. Efficient
use of these resources is crucial to obtain the required speeds
as the performance gap between CPU and DRAM is grow-
ing every year [9, 13, 14, 15, 20]. This high-level analy-
sis is also essential for an efficient hardware/software sys-
tem partitioning. In [18], a complexity evaluation method-
ology based on the extraction of execution frequencies of
core tasks is proposed. Combining this data with com-
plexity figures for the core tasks on a specific platform, a
performance estimate of the whole system on that plat-
form is obtained. This approach relies on implementation
cost measures already available for the single tasks (pro-
vided as benchmarks of a specific platform). Therefore, it
is not suitable to analyze systems, such as AVC, featuring
new algorithms for which complexity results are not avail-
able.

In this paper, the coding performance analysis is reported
in terms of PSNR and bit rate, while the complexity met-
rics are the memory access frequency (total number of data
transfers from/to memory per second) and the peak memory
usage (maximum memory amount allocated by the source
code) as counted within the ATOMIUM environment. These
figures give a platform independent measure of the memory
cost (storage and communication of data) and are completed
with the processing time as a measure of the computational
burden (processing time figures are measured on a Pentium
IV at 1.7 GHz with Windows 2000). The software models
used as input for this paper are the AVC JM2.1 [2] and the
MPEG-4 Part 2 [7] (simple profile in [21]), both nonopti-
mized source codes.

3. ADVANCED VIDEO CODEC

3.1. Standard overview

An important concept of AVC is the separation of the sys-
tem into two layers: a video coding layer (VCL), providing
the high-compressed representation of data, and a network
adaptation layer (NAL), packaging the coded data in an ap-
propriate manner based on the characteristics of the trans-
mission network. This study focuses on the VCL. For a de-
scription of NAL features, the reader is referred to [22, 23].
Figures 2 and 3 show the block diagram of the AVC decoder
and encoder, respectively. In analogy with previous coding
standards, the AVC final committee draft [1] does not ex-
plicitly define the architecture of the codec but rather it de-
fines the syntax of an encoded video bitstream together with
the decoding method. In practice, according to the struc-
ture of the AVC reference software [2], a compliant en-
coder and decoder are likely to include the functional tasks
sketched in Figures 2 and 3. Nevertheless, particularly at the
encoder side, there is space for variations in the sketched ar-
chitecture to meet the requirements of the target application
with the desired trade-off between algorithmic performance
and cost. At the decoder side, the final architecture depends
on the encoder profiles (i.e., combination of coding tools
and syntax of the relevant bitstream) supported for decod-
ing.

The framework defined in Figures 2 and 3 is similar to the
one of previous standards: translational block-based motion
estimation and compensation, residual coding in a trans-
formed domain, and entropy coding of quantized transform
coefficients. Basically, rectangular pictures can be coded in
intra (I), inter (P), or bidirectional (B) modes. Both pro-
gressive and interlaced 4 : 2 : 0 YUV sequences are sup-
ported. Additional tools improve the compression efficiency,
albeit at an increased implementation cost. The motion es-
timation and compensation schemes (ME and MC in Fig-
ures 2 and 3) support multiple previous reference pictures
(up to 5) and a large number of different block sizes (from
16 × 16 up to 7 modes including 16 × 8, 8 × 16, 8 × 8,
8 × 4, 4 × 8, and 4 × 4 pixel blocks). The motion vector
field can be specified with a higher spatial accuracy, quarter-
or eighth-pixel1 resolution instead of half pixel. Pixel inter-
polation is based on a finite impulse response (FIR) filter-
ing operation: 6 taps for the quarter resolution and 8 taps
for the eighth one. A rate-distortion (RD) Lagrangian tech-
nique [24] optimizes both motion estimation and coding
mode decisions. Since the residual coding is in a transformed
domain, a Hadamard transform can be used to improve
the performances of conventional error cost functions such
as the sum of absolute differences (SAD). Moreover, a de-
blocking filter within the motion compensation loop aims
at improving prediction and reducing visual artifacts. AVC
adopts spatial prediction for intracoding, being the pixels

1The eighth-pixel resolution, available in AVC JM 2.1 [1, 2], is no longer
supported in the last release [3]. However, this tool is kept during the pro-
posed analysis since it is useful for high-rate video applications (Section 7).
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predicted from the neighbouring samples of already coded
blocks. To this aim, the standard provides a DC plus 8 di-
rectional modes involving linear combinations of the sam-
ples. The conventional 8 × 8 floating-point discrete cosine
transform, specified with rounding error margins, is replaced
by a purely integer spatial transform (T and T−1 in Fig-
ures 2 and 3), basically working on 4 × 4 shapes. The small
sizes help to reduce blocking artifacts while the integer spec-
ification prevents any mismatch between the encoder and
the decoder. Finally, two methods are specified for entropy
coding: a universal variable-length coder (UVLC) that uses
a single reversible VLC table for all syntax elements and a
more sophisticated context adaptive binary arithmetic coder
(CABAC) [25].

3.2. Related work

Several contributions have recently been proposed to assess
the coding efficiency of the AVC/H.26L scheme [3, 22, 25,
26, 27, 28] (H.26L is the original ITU-T project used as a
starting point for the AVC standard, released as ITU-T H.264
and ISO/IEC MPEG-4 Part 10). Although this analysis cov-
ers all tools, the new features are typically tested indepen-
dently comparing the performance of a basic configuration
to the same configuration plus the tool under evaluation. In
this way, the intertool dependencies and their impact on the
trade-off between coding gain and complexity are not fully
explored yet. Indeed, the achievable coding gain is greater for
basic configurations, where the other tools are off and video
data still feature a high correlation. For codec configurations
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Table 1: Characteristics of the test sequences with their targeted bit rate.

Test case Video sequence Format (pixels) Frame rate (Hz) QP Bit rate (Kbps)

MD Mother & Daughter QCIF (176× 144) 30 18 40

FOR1 Foreman QCIF (176× 144) 25 17 150

FOR2 Foreman CIF (352× 288) 25 17 450

CM Calendar & Mobile CIF (352× 288) 15 12 2000

in which a certain number of tools are already on, the resid-
ual correlation is lower and the further achievable gain is less
noticeable.

Complexity assessment contributions have been pro-
posed in [26, 27, 29, 30]. However, these works do not
exhaustively address the problem since just one side of
the codec is considered (the encoder in [26, 27] and the
decoder in [29, 30]) and/or the analysis of the complete
tool-set provided by the upcoming standard is not pre-
sented. Typically, the use of B-frames, CABAC, multirefer-
ence frames, and eighth resolution is not considered. Con-
sequently, the focus is mostly on a baseline implementation
suitable for low-complexity and low-bit-rate applications
(e.g., video conversation), while AVC aims at both conver-
sational and nonconversational applications in which these
discarded tools play an important role [3, 25, 28]. Further-
more, the complexity evaluation is mainly based on com-
putational cost figures, while data transfer and storage ex-
ploration proved to be mandatory for efficient implemen-
tation of video systems [8, 9, 10, 11, 12, 13, 14, 15, 16]
(see Section 2). Access frequency figures are reported in [29]
for a H.26L decoder, but the analysis focuses on the com-
munication between an ARM 9 CPU and the RAM, be-
ing a platform-dependent measure of the bus bandwidth
rather than a platform-independent exploration of the sys-
tem.

4. TEST ENVIRONMENT

4.1. Test sequences

The proposed testbench consists of 4 sequences with differ-
ent grades of dynamism, formats, and target bit rates. Their
characteristics are sketched in Table 1. Mother & Daugh-
ter 30 Hz QCIF (MD) is a typical head and shoulder se-
quence occurring in very low-bit-rate applications (tens of
Kbps). Foreman 25 Hz QCIF (FOR1) has a medium com-
plexity, being a good test for low bit rate applications rang-
ing from tens to few hundreds of Kbps. The CIF version of
Foreman (FOR2) is a useful test case for middle-rate ap-
plications. Finally, Calendar & Mobile 15 Hz CIF (CM) is
a high-complexity sequence with lot of movements includ-
ing rotation and is a good test for high-rate applications
(thousands of Kbps). Since the current standard description
does not provide online rate controls, the test sequences in
Section 5.1 are coded with a fixed quantization parameter
(QP in Table 2) to achieve the target bit rate. The depen-
dency of the proposed analysis on the QP value is addressed
in Section 5.2.

4.2. Test cases

The paper reports for each test video 18 different AVC con-
figurations whose descriptions are shown in Table 2.

For each test case (identified by a number from 0 to 17),
Table 2 details the activation status of the optional video tools
with respect to a basic AVC configuration (case 0) character-
ized by a search range of 8, 1 reference frame, quarter-pixel
resolution, intracoding by 9 prediction modes, in-loop de-
blocking, UVLC entropy coder, and a first I picture followed
by all P pictures. The tools which are changing between two
successive test cases are highlighted in bold style in Tables 2
and 3. Comparisons with MPEG-4 Part 2 [7], simple profile
in [21] with a 16 search size, half-pixel resolution, and I and
P pictures (referred to as test case M4 in the next sections)
are provided in Sections 5 and 6.

The 18 reported AVC configurations are selected, for
sake of space, as representatives of more than 50 considered
test cases. The first two cases represent a “simple” AVC
implementation with all new video tools off (with search
displacements of 8 for case 0 and of 16 for case 1). Then, in
cases 2 to 9 (“accumulative video tool enabling” in Table 2),
the new AVC features are added one by one up to “complex”
configurations, with all tools on (including B pictures with
search displacements of 16 for cases 10 and 12, and of 32 for
case 11), reaching the best coding performance although at
maximum complexity. Comparing the test cases from 3 to 12
with the basic configurations 0 and 1 gives feedbacks about
the coding efficiency versus complexity trade-off of the new
AVC video tools. As it will be explained further, cases 13 to
17 in Table 2 have been properly selected to achieve roughly
the same coding efficiency as the complex cases, while con-
siderably reducing the complexity overhead by discarding
some tools and reducing the number of reference frames
and the search area. The overall set of AVC configurations
(roughly 50) is the same for all the considered test sequences.
As it will be detailed in Sections 5 and 6, the performance
and usefulness of the different video tools depend on the
considered bit rate and hence on the considered sequence
(MD for tens of Kbps, FOR1 and FOR2 from tens to hun-
dreds of Kbps, and CM for thousands of Kbps). During the
selection, among the set of 50 configurations, of the 18 more
representative test cases to be reported in this paper, the
configurations from 0 to 12 (“simple,” “accumulative video
tool enabling,” and “complex”) have been chosen identical
for all the video sequences, while the configurations from 13
to 17 (cost-efficient) feature some differences. Table 2 refers
to FOR1 and FOR2, while Table 3 reports the cost-efficient
configurations for MD and CM.
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Table 2: AVC configurations cases—FOR1 and FOR2 test sequences (Y = tool on, N = tool off).

Case number
Simple Accumulative video tool enabling Complex Cost-efficient

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Search range 8 16 16 16 16 16 16 16 16 16 16 32 16 16 8 8 8 8
Block sizesa 1 1 4 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7
Ref. frames 1 1 1 1 3 5 5 5 5 5 5 5 5 5 5 3 2 1
RD-Lagrange N N N N N N Y Y Y Y Y Y Y Y Y Y Y Y

Hadamard N N N N N N N Y Y Y Y Y Y N N N N N

Eighth resolution N N N N N N N N Y Y Y Y Y N N N N N

CABAC N N N N N N N N N Y Y Y Y Y Y Y Y Y

B-frames N N N N N N N N N N 1 1 2 1 1 1 1 1

Table 3: AVC “cost-efficient” configurations cases—MD and CM test sequences (Y = tool on, N = tool off).

Case number
MD CM

13 14 15 16 17 13 14 15 16 17

Search range 16 16 16 16 8 8 8 8 8 8
Block sizesa 7 7 7 7 7 7 7 7 7 7
Ref. frames 2 1 1 1 1 5 3 2 3 2
RD-Lagrange Y Y Y Y Y Y Y Y N N

Hadamard Y Y Y N N Y N N N N

Eighth resolution Y Y N N N Y Y Y Y Y

CABAC Y Y Y Y Y Y Y Y Y Y

B-frames N N N N N 1 1 1 1 1

aIf block sizes = 1, only the 16× 16 mode is on; if block sizes = 4, then 16× 16, 16× 8, 8× 16, and 8× 8 modes are on; otherwise, all modes are on.

5. AVC PERFORMANCE AND COMPLEXITY
ASSESSMENT

5.1. Codec analysis

An overview of the encoder and decoder results (PSNR-Y, bit
rate, peak memory usage, memory access frequency, process-
ing time) for the 18 AVC test cases and the M4 one is sum-
marized in Figures 4, 5, 6, 7, 8, 9, 10, and 11 and Tables 4, 5,
and 6.

Coding performance results

Figures 4, 5, 6, and 7 list the rate-distortion results for all the
video inputs using the fixed QP values reported in Table 1.
For the sake of clarity, a rhombus represents the simple AVC
configurations (cases 0 and 1), a cross identifies test cases
from 2 to 9, a square represents complex AVC configurations
(cases 10 to 12), a triangle indicates the cost-efficient config-
urations (cases 13 to 17 in Tables 2 and 3), and a circle refers
to M4 results.

Clearly, AVC is a new codec generation featuring an out-
standing coding efficiency: if all the novel video tools are
used, AVC leads to an average 40% bit saving plus a 1–2 dB
PSNR gain compared to previous M4 video coding standard
(see results for test cases 10, 11, and M4 in Figures 4, 5, 6, and
7).

Complexity results

Figures 8, 9, 10, and 11 deal with processing time and mem-
ory access frequency costs for both AVC encoder (Figures 8

and 9) and decoder (Figures 10 and 11). In these figures, for
all video inputs, the reported values are normalized with re-
spect to the ones of the relevant test cases 0. A close simi-
larity between the processing time and the memory access
frequency curves emerges from the comparison of Figures
8 and 9 at the encoder and Figures 10 and 11 at the de-
coder. Moreover, the analysis of the performance and com-
plexity metrics shows that the new coding scheme acts like-
wise for all input sequences, particularly at middle and low
bit rates (see the behaviors of MD, FOR1, and FOR2 in Fig-
ures 4, 5, 6, 8, 9, 10, and 11). Small differences arise for high
rate video applications (CM) as emerges from Figures 10
and 11.

Absolute complexity values are reported in Table 4 listing
the range achieved by the different AVC configurations (rows
Min and Max) and the complexity results of M4 as a refer-
ence. The processing time values in Table 4 are expressed in a
relative way: they refer to the time needed to encode/decode
on a Pentium IV at 1.7 GHz, 1 second of the original test se-
quence, that is to say, (see Table 1) 25 frames of FOR1 and
FOR2, 30 frames of MD, and 15 frames of CM. As a con-
sequence, meting real-time constraints entails a relative pro-
cessing time smaller than 1.

The encoder peak memory usage depends on the video
format and linearly on the number of reference frames and
the search size. The influence of the other coding tools and
the input video characteristics is negligible. At the decoder
side, the peak memory usage depends only on the video for-
mat and on the maximum number of reference frames to
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Table 4: Codec complexity for MPEG-4 Part 2 (M4) and AVC codec (ranges Min, Max).

Test cases
Encoder Decoder

Relative time Accesses (109/s) Peak memory (MB) Relative time Accesses (106/s) Peak memory (MB)

MD

AVC Min 6.48 1.40 2.19 0.30 61.10 1.06

AVC Max 409.12 79.92 15.60 0.69 104.41 1.38

M4 4.15 1.32 2.97 0.49 102.79 1.30

FOR1

AVC Min 5.40 1.18 2.19 0.58 90.16 1.06

AVC Max 330.87 65.78 15.60 1.30 153.88 1.38

M4 3.55 1.15 2.97 0.61 107.51 1.30

FOR2

AVC Min 21.70 4.60 7.31 3.04 385.21 2.91

AVC Max 1117.48 258.01 26.87 5.51 636.90 4.15

M4 14.64 4.96 9.88 2.25 411.4 3.13

CM

AVC Min 12.98 2.75 7.31 2.33 287.10 2.91

AVC Max 567.37 134.26 26.87 4.26 492.54 4.15

M4 11.32 3.19 9.88 1.76 278.30 3.13
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Figure 4: Rate-distortion results for the MD test cases.

Table 5: Decoder memory usage (MB) versus video format and
maximum number of decodable reference frames.

1 frame 2 frames 3 frames 4 frames 5 frames

QCIF 1.06 1.14 1.22 1.30 1.38
CIF 2.91 3.22 3.53 3.84 4.15

decode. Peak memory usage dependencies for the decoder
and the encoder are detailed in Tables 5 and 6.

To better highlight the intertools dependencies, the com-
plexity results of Figures 8, 9, 10, and 11 and Tables 4, 5, and
6 refer to the whole AVC coder and decoder. A functional
access and time distribution over the different components
(e.g., motion estimator, intra predictor, etc.) have already
been addressed by the authors in [31] for simple and com-
plex configurations. At the encoder side, up to 90% of the
complexity is due to motion estimation. The decoder’s main
bottlenecks are the motion compensation (up to 30% and
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Figure 5: Rate-distortion results for the FOR1 test cases.

60% for simple and complex configurations, respectively)
and the intrareconstruction (nearly 20% and 15% for sim-
ple and complex configurations, respectively). With respect
to previous ITU-T and ISO/IEC standards, another impor-
tant component of the AVC decoder is the in-loop deblock-
ing filter (see further details in Section 5.3) whose implemen-
tation entails an overhead up to 6% for the access frequency
and 10% for the processing time.

Analysis of coding performance and complexity results

AVC is a new codec generation featuring an outstanding cod-
ing efficiency, but its cost-effective realization is a big chal-
lenge. If all the novel coding features are used, AVC leads to
an average 40% bit saving plus a 1–2 dB PSNR gain compared
to previous video coding standards (see results for test cases
10, 11, and M4 in Figures 4, 5, 6, and 7). In this way, it repre-
sents the enabling technology for the widespread diffusion of
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Table 6: Encoder memory usage (MB) versus reference frame number, search size, and video format.

Search size
QCIF CIF

1 frame 3 frames 5 frames 1 frame 3 frames 5 frames

32 5.76 10.69 15.60 10.87 18.87 26.87
16 2.92 5.09 7.14 8.03 13.06 18.41

8 2.19 3.64 4.98 7.31 11.94 16.25
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Figure 6: Rate-distortion results for the FOR2 test cases.
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Figure 7: Rate-distortion results for the CM test cases.

multimedia communication over wired and wireless trans-
mission networks such as xDSL, 3G mobile phones, and
WLAN. However, these figures come with a memory and
computational complexity increase of more than one order
of magnitude at the encoder. The decoder’s complexity in-
crease amounts to a factor 1.5–2 (see results for test cases
0, 10, and 11 in Figures 8, 9, 10, and 11 and those for the
AVC Max and M4 rows in Table 4). These increase factors
are higher for the lower bit rate video as it emerges from the
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Figure 8: Normalized access frequency in case of AVC encoder.
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Figure 9: Normalized AVC coding time.

comparison of cases 0 and 11 in Figures 8, 9, 10, and 11 for
the different video inputs. Case 11, for which the maximum
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complexity is measured, is the configuration used in [3] to
show the AVC compression efficiency with respect to pre-
vious video coding standards. Finally, the complexity ratio
between the encoder and the decoder further highlights the
AVC bottleneck, particularly for conversational applications
(e.g., videotelephony), where both the encoder and the de-
coder capabilities must be integrated in the user’s terminal.
For a simple profile, Min rows in Table 4, the encoder re-
quires an access frequency and coding time at least 10 times
that of the decoder and uses 2 times more memory space.
For complex profiles, Max rows in Table 4, the encoder access
frequency is two orders of magnitude larger than the decoder

one, while the peak memory usage is one order of magnitude
higher.

The above measurements refer to nonoptimized source
code and hence the future application of algorithmic and
architectural design optimizations will lead to a decrease
of the absolute complexity values, as it is the case in im-
plementations of previous ITU-T and ISO/IEC standards
[5, 11, 15, 16]. For instance, [32] recently proposed a fast
motion estimation technique exploiting the new features of
AVC, such as multireference frames and variable block sizes.
The authors report a complexity reduction of a factor 5–6
with respect to a nonoptimized encoder realization based on
the full search. However, the large complexity ratio between
the reference codes of AVC and M4 (one order of magnitude
at the encoder and a factor 2 at the decoder) presents a se-
rious challenge requiring an exhaustive system exploration
starting from the early standard design phase. Indeed, the
performance growth rate predicted by Moore’s law for the
CPU amounts roughly to a factor 2 every 18 months. If we as-
sume the same optimization factor as previously achieved for
M4 to the current AVC code, but without any further system-
level investigation, a cost-effective implementation could still
not be scheduled before 2007 (i.e., the algorithmic complex-
ity increase at the encoder would be covered in about four
years and a half by the silicon technology improvements).
Taking into account the lower performance growth rate of
memories compared to CPU [20], the above time figure
would even be worse.

The results in Figures 4, 5, 6, 7, 8, 9, 10, and 11 also pro-
vide useful hints for the selection of the optimal trade-off be-
tween coding efficiency and implementation complexity in
order to maximize the utility for the final user. Indeed, the
analysis of the above data clearly demonstrates a property
of the AVC scheme: when combining the new coding fea-
tures, the relevant implementation complexity accumulates
(see the waveforms in Figures 8, 9, 10, and 11 for the test
cases 0 to 11), while the global compression efficiency sat-
urates (see the clusters in Figures 4, 5, 6, and 7 for the test
cases 9 to 17). As a matter of fact, the achievable coding gain
when enabling one of the new AVC features is greater for ba-
sic codec configurations, where the other tools are off and
video data still feature a high correlation. For codec config-
urations in which a certain number of tools are already on,
the residual data correlation is lower and hence, the further
achievable gain is less noticeable, that is, the global compres-
sion efficiency saturates.

As a consequence, a “smart” selection of the new coding
features can allow for roughly the same performances as a
complex one (all tools on) but with a considerable complex-
ity reduction. The coding efficiency (Figures 4, 5, 6, and 7)
of test cases 13 to 17 is similar to that of cases 10 and 11,
but their implementation cost (Figures 8, 9, 10, and 11) is
closer to the basic cases 0 and 1. The achievable saving fac-
tor is at least 6.5 for the encoder. At the decoder side, the
range of variation among simple and complex configurations
is smaller, therefore, the saving is less noticeable than for the
encoder. No complexity reduction is achieved for high rate
video (CM), while saving factors of roughly 1.5 for both time
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and memory metrics can be achieved for low bit rate videos.
A single AVC configuration able to maximize coding effi-
ciency, while minimizing memory and computational costs,
does not exist. However, different configurations leading to
several performance/cost trade-offs exist. To find these con-
figurations, and hence to highlight the bottlenecks of AVC, a
multiobjective optimization problem (solved, as it will be ex-
plained further, through a Pareto curve analysis) is addressed
in Section 6 to explore the five-dimensional design space of
PSNR, bit rate, computational burden, memory access fre-
quency, and storage.

5.2. Performance and complexity analysis versus QP

Typically, video codecs incorporate a rate control scheme to
target a given bit rate by adapting the quantization level.
Since the standard description used in this paper does not
yet provide such regulator, this section details the impact of
different QP values on the analysis addressed in Section 5.1.
All measurements described above are repeated on the 4 test
sequences using several QP values (12, 16, 20, 24, 28) next
to the fixed ones set in Table 1. To be noted that this anal-
ysis refers to the QP range defined in the JM2.1 implemen-
tation of the standard. Figure 12 sketches rate-distortion re-
sults: the points with higher PSNR and bit rate values are ob-
tained with lower QP values. Figures 13, and 14 present the
encoder and decoder complexity metrics expressed in terms
of memory access frequency and processing time (expressed
as relative time like in Section 5.1). In Figures 13 and 14,
an arrow indicates the direction of growing QP values and
hence decreasing bit rates. All these figures refer to the FOR2
video, covering a range from 100 to 1100 Kbps. Four repre-
sentative AVC configurations are considered: cases 0, 10, 11,
and 17.

The rate-distortion results (Figure 12) show a typical log-
arithmic behavior. For all bit rates, the complex configu-
rations (cases 10 and 11) achieve at least a 2 dB PSNR in-
crement versus the simple one (case 0). As expected from
Section 5.1, the coding performances with a search size of 16
and 32 are practically the same. With respect to the M4 stan-
dard, the same PSNR results are achieved with a 50% reduced
bit rate enabling full-rate video communication over today
wireless and wired networks. For instance, according to the
results of Figure 12, a complex CIF video like Foreman can be
transmitted at 25 Hz and 36 dB with less than 300 Kbps being
compatible with 3G wireless network capabilities. The analy-
sis of Figure 12 for the whole bandwidth range further high-
lights the importance of AVC: even in case of broadband net-
works (e.g., xDSL and WLAN), nowadays multimedia com-
munication terminals, based on MPEG-4 Part 2 and H.263
technologies, lead to a video coding and transmission 3 dB
poorer on the same bit rate or they double the bandwidth
(thus increasing the cost of the service) required to reach a
certain PSNR level. Moreover, the high coding efficiency of
AVC allows the insertion of some redundancy in the source
coder to improve the transmission robustness in error-prone
channels [22, 23, 33].

As already shown in Section 5.1, a proper use of the
AVC tools allows for nearly the same efficiency as the com-
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Figure 13: Encoder complexity for various QP values.

plex cases with a considerable complexity reduction. Indeed,
while in complexity figures (Figures 13 and 14) the imple-
mentation cost of case 17 is close to the simple one, in
Figure 12 the relevant coding efficiency results are close to
the complex ones (the difference between case 17 and com-
plex curves is below 0.4 dB and for QP ≥ 16 the same re-
sults are achieved). The encoder data transfer and processing
time practically do not depend on QP: indeed for each test
case in Figure 13, the points with different QP values show
nearly the same coding time and access frequency. At the de-
coder side (Figure 14), this dependency is more noticeable: as
expected from literature [30], the higher the QP value (and
hence the lower the bit rate), the lower the complexity. Fi-
nally, the storage requirements at both the encoder and the
decoder (Figure 15) sides are not affected by the selected QP.
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The dependency of AVC performance and complexity on
the QP value has also been analyzed for the other test videos
at lower (MD, FOR1) and higher (CM) rates. The achieved
results are similar to those presented for FOR2.

5.3. Low-complexity AVC configuration

To test some low-complexity configurations not included in
the basic scheme (half-pixel accuracy instead of quarter one
and without in-loop deblocking), the JM2.1 code was suit-
ably modified. Results for the same test cases of previous sec-
tions prove that restricting to half-pixel resolution decreases
the compression efficiency (up to 30%, particularly for com-
plex video inputs). Reducing the pixel accuracy can be useful
only for very low rate video (MD) coded with a complex AVC
profile. In this case, the lower pixel accuracy does not affect
the coding efficiency and allows for a complexity reduction
(both access frequency and processing time) of 10 and 15%
for the encoder and decoder, respectively. As concerns de-
blocking, its use leads to PSNR (up to 0.7 dB) and bit rate
(up to 6% saving) improvements. The complexity overhead
is negligible at the encoder side and is up to 6% (access fre-
quency) and 10% (processing time) at the decoder side. As
proved in literature [13], the PSNR analysis is not enough
for a fair assessment of the deblocking tool since a subjec-
tive analysis is also required. The latter, in addiction to the
above rate-distortion gain, confirms the effectiveness of the
insertion of deblocking within the basic standard profile [1].

6. PERFORMANCE VERSUS COST TRADE-OFF
USING PARETO ANALYSIS

As shown in Section 5.1, achieving a good balance between
algorithmic performance (coding efficiency) and cost (mem-
ory and computational complexity) is the first step to address
the challenge of a cost-effective AVC realization. A Pareto
curve [9, 34, 35] is a powerful instrument to select the right
trade-off between these conflicting issues at system level. In a
search space with multiple axes, it only represents the poten-
tially interesting points and excludes all the others having an
equally good or worse solution for all the axes.

The multi objective design space exploration is reported
in this section for the FOR2 (see Figures 16, 17, 18, and 19)
and CM (see Figures 20, 21, 22, and 23) video inputs. The al-
gorithmic performance is measured as the required bit rate
achieving a fixed PSNR (36 dB for the target FOR2 video,
covering a range from 250 to 500 Kbps, and 37.6 dB for the
CM video, covering a range from 1000 to 3000 Kbps). The
Pareto analysis has also been applied to the other video inputs
at very low bit-rates (MD, covering a 20–50 Kbps range) and
low bit rates (FOR1, covering a 80–200 Kbps range) achiev-
ing similar results to those obtained for the FOR2 video.

Figures 16 and 17 sketch the FOR2 sequence Pareto
curves for the encoder using as cost metrics the memory ac-
cess frequency and the peak memory usage. Figures 18 and
19 show the same analysis for the decoder. A rhombus repre-
sents the simple AVC configurations (cases 0 and 1), a cross
refers to test cases from 2 to 9, a square represents complex
AVC configurations (cases 10 to 12), a triangle indicates the
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Figure 15: Decoder memory usage versus QP.

cost-efficient configurations (cases 13 to 17), and finally a cir-
cle identifies the M4 results. A Pareto analysis for the pro-
cessing time is not presented since it is linear with the access
frequency (see Figures 8, 9, 10, 11, 13, and 14), leading to the
same conclusions.

A simple AVC configuration (case 0) outperforms M4
since a lower bit rate (greater performance) is achieved for
the same costs. Among the 18 tests, cases 4, 5, 6, 7, 8, 9, 10,
11, 12 are not interesting (namely, the above Pareto curves)
since they offer a certain coding performance at a higher cost
with respect to points 0, 1, 2, 3, 13, 14, 15, 16, 17 near the
Pareto curves. The latter points offer different optimal trade-
offs. Case 0 is the less complex and 13 is the most performing
in coding efficiency. The results at low (FOR1 test video) and
very low (MD test video) bit rates lead to similar observa-
tions as the middle-rate ones achieved in the FOR2 analysis.
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Figure 16: Encoder analysis, data transfer as cost in case of FOR2.
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Figure 17: Encoder analysis, data storage as cost in case of FOR2.

The above analysis presents some differences when ap-
plied to high-rate video applications. With reference to the
CM test, Figures 20 and 21 sketch the Pareto curves for the
encoder using as cost metrics the memory access frequency
and the peak memory usage. Figures 22 and 23 show the
same analysis for the decoder. Differently from the results of
Figures 16, 17, 18, and 19, in Figures 20, 21, 22, and 23, com-
plex configurations such as cases 9, 10, and 12 are near the
Pareto optimal curves.

From the combined analysis of the Pareto plots (Figures
16, 17, 18, 19, 20, 21, 22, and 23) and their description in
Tables 2 and 3 and Section 5.1, the following considerations
can be derived, valid for all kind of sequences (both low and
high bit rates).
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Figure 18: Decoder analysis, data transfer as cost in case of FOR2.
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Figure 19: Decoder analysis, data storage as cost in case of FOR2.

(i) The main AVC bottleneck is the combination of multi-
ple reference frames and large search sizes. These tools
have a limited impact on coding efficiency but a great
one on complexity (up to a factor 60).

(ii) The use of Hadamard should be avoided since com-
plexity is increased without any coding efficiency gain.

(iii) The adoption of multiple block sizes results in higher
coding efficiency. While the complexity increases lin-
early with the number of block sizes, the major part of
the gain is already achieved with the first 4 block sizes
(16× 6, 16× 8, 8× 16, and 8× 8 pixels).

(iv) The CABAC entropy coder provides a consistent bit
saving (10%) at the expense of a computational and
memory increase (up to 30%) compared to UVLC.
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Figure 20: Encoder analysis, data transfer as cost in case of CM.
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Figure 21: Encoder analysis, data storage as cost in case of CM.

(v) RD-Lagrangian techniques give a substantial compres-
sion efficiency improvement, but the complexity dou-
bles when the codec configuration entails a lot of cod-
ing modes and motion estimation decisions.

(vi) For all video inputs, the use of B-frames reduces the
bit rate (10% in average for the considered tests) for
a complexity increase particularly noticeable at the de-
coder (from 20 to 40% extra cost specially at low rates).
A larger number of B pictures increases the latency of
the system (B frames need backward and forward ref-
erence pictures to be reconstructed). Thus, this tool
is not used in low-latency constrained video applica-
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Figure 22: Decoder analysis, data transfer as cost in case of CM.
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Figure 23: Decoder analysis, data storage as cost in case of CM.

tions and is typically not supported in baseline stan-
dard profiles [1, 5].

The effect of some tools differs when applied to differ-
ent sequences. Comparing the nonoptimal Pareto points in
Figures 16, 17, 18, and 19 with their description in Table 2
provides useful hints on the AVC video tools for video appli-
cations at low and middle bit rates (i.e., few tens up to hundreds
of Kbps):

(i) the use of the eighth-pixel resolution leads to a com-
plexity increase without any coding efficiency gain;

(ii) the use of B-frames for very low-bit-rate sequences as
MD provides a low improvement in compression effi-
ciency for the complexity increase it involves.

Different results emerge (see Figures 20, 21, 22, and 23
for the CM video test) when a similar analysis is applied to
high-bit-rate video applications (thousands of Kbps):
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(i) a higher pixel accuracy, eighth pixel instead of the basic
quarter one, is a useful tool since it allows the same
PSNR performance for at least 12% bit rate reduction
(compare point 8 to point 7). The complexity increase
is the same as for middle and low rates: roughly 15%
for the encoder and 30% for the decoder as concerns
data transfer and processing time. The impact on peak
memory usage is negligible,

(ii) multiple reference frames are more useful (e.g., 5 ref-
erence frames lead to roughly 15% bit saving), where
most of the bit saving is already achieved with 3 refer-
ence frames.

The above analysis is a static evaluation of the algorith-
mic performance and the required complexity to assess the
efficiency of the video coding tools. It provides a basis for au-
tomatic tool selection and gives pointers for the development
of a resource manager in future work.

7. AVC PROFILES

The results of the performance versus cost Pareto analysis
in Section 6 provide inputs to assist the profile definition
in the standard. A profile defines a set of coding tools that
can be used for generating a conforming bitstream. All de-
coders conforming to a specific profile must support all fea-
tures in that profile. Encoders are not required to make use
of any particular set of features supported in a profile but
they have to provide bitstreams decodable by conforming de-
coders. In AVC/H.264, three profiles are defined: the base-
line, the extended, and the main profile [3]. With reference
to the VCL video tools presented in Section 3.1,2 the Base-
line profile supports all new features in AVC (multireference
frames, variable block sizes, quarter-pixel accuracy, in-loop
deblocking, integer spatial transform, and spatial prediction
for intracoding) except 1/8-pixel accuracy, CABAC and B
pictures. The Extended profile supports all features of the
Baseline profile plus B frames and some tools for error re-
siliency (e.g., switching pictures SP/SI and data partitioning
[3]). The Main profile supports all VCL features described in
Section 3.1 except eighth-pixel accuracy.3 Baseline and Ex-
tended profiles are tailored for conversational services (typi-
cally operating below 1 Mbps) and streaming services (typi-
cally operating in the range 50–1500 Kbps), while entertain-
ment video applications (several Mbps) would probably uti-
lize the main profile.

The results of the VCL analysis presented in this paper
are aligned with the profile considerations made by the stan-
dards body with the exception of the eighth-pixel accuracy
which is no longer included in the last AVC release [3]. Ac-
cording to the results of Section 6, this choice is suitable for

2A detailed analysis of AVC/H.264 profiles, including tools for error re-
siliency and network friendly data packaging, can be found in [3].

3The Main profile does not support some tools for error resiliency, such
as flexible macroblock ordering [3], which are supported by the baseline
profile. Thus, only a subset of the coded video sequences decodable by a
baseline profile decoder can be decoded by a main profile decoder.

applications not targeting a high-rate, high-quality video sce-
nario or when the low cost is the main issue (e.g., wireless
video). In high-rate multimedia applications (e.g., thousands
of Kbps for the test CM in Section 6), an increased pixel ac-
curacy should be adopted since it leads to a noticeable cod-
ing efficiency gain. This consideration suggests that future
extensions of the standard to high-quality video scenario,
currently being considered by AVC, could/should envisage a
pixel accuracy higher than quarter.

8. CONCLUSIONS

The advanced video codec (AVC) is recently defined in a joint
standardization effort of ITU-T and ISO/IEC. This paper in-
troduces this new video codec together with its performance
and complexity co-evaluation. First, a description of the up-
coming standard including both the encoder and the decoder
architectures is addressed. Then, an exhaustive analysis of the
coding efficiency versus complexity design space is carried
out over a wide variety of video contents at the early algorith-
mic design phase. Since the increasing complexity of multi-
media applications makes high-level system exploration time
consuming and error pone, the co-evaluation approach is
supported by a framework for automated analysis of the C-
level specification. Different from known profiling method-
ologies, focusing mainly on PSNR, bit rate, and computa-
tional burden, the proposed approach also investigates mem-
ory metrics (data transfer and storage). Real-life implemen-
tations of H.263 and MPEG-4 systems demonstrate that mul-
timedia applications are data dominated: data transfer and
storage are the dominant cost factors for both hardware- and
software-based architectures.

The simulation results show that AVC outperforms cur-
rent video coding standards (up to 50% bit saving for
the same PSNR) offering the enabling technology for a
widespread diffusion of multimedia communication over
wired and wireless transmission networks. However, this
outstanding performance comes with an implementation
complexity increase of a factor 2 for the decoder. At the en-
coder side, the cost increase is larger than one order of mag-
nitude. This represents a design challenge for resource con-
strained multimedia systems such as wireless and/or wear-
able devices and high-volume consumer electronics, partic-
ularly for conversational applications (e.g., video telephony),
where both the encoder and the decoder functionalities must
be integrated in the user’s terminal.

The analysis also highlights important properties of the
AVC framework allowing for complexity reduction in the
early algorithmic design phase. When combining the new
coding features, the relevant implementation complexity ac-
cumulates, while the global compression efficiency saturates.
As a consequence, a proper use of the AVC tools maintains
roughly the same coding performance as the most com-
plex configuration (all tools on) while considerably reduc-
ing complexity (up to a factor 6.5 for the encoder and 1.5
at the decoder side). A single AVC configuration able to
maximize algorithmic performance while minimizing mem-
ory and computational burdens does not exist. However,
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different configurations leading to several performance/cost
trade-offs exist. To find these optimal configurations, and
hence to highlight the bottlenecks of AVC, a Pareto multiob-
jective analysis is presented to explore the five-dimensional
design space of PSNR, bit rate, computational burden, and
memory access frequency and storage. The reported results
provide inputs to assist the definition of profiles in the stan-
dard and represent the first step for a cost-effective imple-
mentation of the new AVC.
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Complexity scalability offers the advantage of one-time design of video applications for a large product family, including mo-
bile devices, without the need of redesigning the applications on the algorithmic level to meet the requirements of the different
products. In this paper, we present complexity scalable MPEG encoding having core modules with modifications for scalability.
The interdependencies of the scalable modules and the system performance are evaluated. Experimental results show scalability
giving a smooth change in complexity and corresponding video quality. Scalability is basically achieved by varying the number of
computed DCT coefficients and the number of evaluated motion vectors, but other modules are designed such they scale with the
previous parameters. In the experiments using the “Stefan” sequence, the elapsed execution time of the scalable encoder, reflecting
the computational complexity, can be gradually reduced to roughly 50% of its original execution time. The video quality scales
between 20 dB and 48 dB PSNR with unity quantizer setting, and between 21.5 dB and 38.5 dB PSNR for different sequences tar-
geting 1500 kbps. The implemented encoder and the scalability techniques can be successfully applied in mobile systems based on
MPEG video compression.

Keywords and phrases: MPEG encoding, scalable algorithms, resource scalability.

1. INTRODUCTION

Nowadays, digital video applications based on MPEG video
compression (e.g., Internet-based video conferencing) are
popular and can be found in a plurality of consumer prod-
ucts. While in the past, mainly TV and PC systems were used,
having sufficient computing resources available to execute
the video applications, video is increasingly integrated into
devices such as portable TV and mobile consumer terminals
(see Figure 1).

Video applications that run on these products are heav-
ily constrained in many aspects due to their limited re-
sources as compared to high-end computer systems or high-
end consumer devices. For example, real-time execution has
to be assured while having limited computing power and
memory for intermediate results. Different video resolutions
have to be handled due to the variable displaying of video

frame sizes. The available memory access or transmission
bandwidth is limited as the operating time is shorter for
computation-intensive applications. Finally the product suc-
cess on the market highly depends on the product cost.
Due to these restrictions, video applications are mainly re-
designed for each product, resulting in higher production
cost and longer time-to-market.

In this paper, it is our objective to design a scalable MPEG
encoding system, featuring scalable video quality and a cor-
responding scalable resource usage [1]. Such a system en-
ables advanced video encoding applications on a plurality of
low-cost or mobile consumer terminals, having limited re-
sources (available memory, computing power, stand-by time,
etc.) as compared to high-end computer systems or high-
end consumer devices. Note that the advantage of scalable
systems is that they are designed once for a whole product
family instead of a single product, thus they have a faster
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Figure 1: Multimedia applications shown on different devices sharing the available resources.

time-to-market. State-of-the-art MPEG algorithms do not
provide scalability, thereby hampering, for example, low-cost
solutions for portable devices and varying coding applica-
tions in multitasking environments.

This paper is organized as follows. Section 2 gives a
brief overview of the conventional MPEG encoder architec-
ture. Section 3 gives an overview of the potential scalabil-
ity of computational complexity in MPEG core functions.
Section 4 presents a scalable discrete cosine transformation
(DCT) and motion estimation (ME), which are the core
functions of MPEG coding systems. Part of this work was
presented earlier. A special section between DCT and ME
is devoted to content-adaptive processing, which is of bene-
fit for both core functions. The enhancements on the system
level are presented in Section 5. The integration of several in-
dividual scalable functions into a full scalable coder has given
a new framework for experiments. Section 6 concludes the
paper.

2. CONVENTIONAL MPEG ARCHITECTURE

The MPEG coding standard is used to compress a video se-
quence by exploiting the spatial and temporal correlations of
the sequence as briefly described below.

Spatial correlation is found when looking into individual
video frames (pictures) and considering areas of similar data
structures (color, texture). The DCT is used to decorrelate
spatial information by converting picture blocks to the trans-
form domain. The result of the DCT is a block of transform
coefficients, which are related to the frequencies contained in
the input picture block. The patterns shown in Figure 2 are
the representation of the frequencies, and each picture block
is a linear combination of these basis patterns. Since high fre-
quencies (at the bottom right of the figure) commonly have
lower amplitudes than other frequencies and are less percep-
tible in pictures, they can be removed by quantizing the DCT
coefficients.

Temporal correlation is found between successive frames
of a video sequence when considering that the objects and
background are on similar positions. For data compression
purpose, the correlation is removed by predicting the con-
tents and coding the frame differences instead of complete

Figure 2: DCT block of basis patterns.

frames, thereby saving bandwidth and/or storage space. Mo-
tion in video sequences introduced by camera movements
or moving objects result in high spatial frequencies occur-
ring in the frame difference signal. A high compression rate
is achieved by predicting picture contents using ME and mo-
tion compensation (MC) techniques.

For each frame, the above-mentioned correlations are ex-
ploited differently. Three different types of frames are defined
in the MPEG coding standard, namely, I-, P-, and B-frames.
I-frames are coded as completely independent frames, thus
only spatial correlations are exploited. For P- and B-frames,
temporal correlations are exploited, where P-frames use one
temporal reference, namely, the past reference frame. B-
frames use both the past and the upcoming reference frames,
where I-frames and P-frames serve as reference frames. After
MC, the frame difference signals are coded by DCT coding.

A conventional MPEG architecture is depicted in Figure
3. Since B-frames refer to future reference frames, they can-
not be encoder/decoder before this reference frame is re-
ceived by the coder (encoder or decoder). Therefore, the
video frames are processed in a reordered way, for example,
“IPBB” (transmit order) instead of “IBBP” (display order).
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Figure 3: Basic architecture of an MPEG encoder.

Note that for the ME process, reference frames that are used
are reduced in quality due to the quantization step. This
limits the accuracy of the ME. We will exploit this property
in the scalable ME.

3. SCALABILITY OVERVIEW OF MPEG FUNCTIONS

Our first step towards scalable MPEG encoding is to re-
design the individual MPEG core functions (modules) and
make them scalable themselves. In this paper, we concentrate
mainly on scalability techniques on the algorithmic level, be-
cause these techniques can be applied to various sorts of
hardware architectures. After the selection of an architecture,
further optimizations on the core functions can be made. An
example to exploit features of a reduced instruction set com-
puter (RISC) processor for obtaining an efficient implemen-
tation of an MPEG coder is given in [2].

In the following, the scalability potentials of the modules
shown in Figure 3 are described. Further enhancements that
can be made by exploiting the modules interconnections are
described in Section 5. Note that we concentrate on the en-
coder and do not consider pre- or postprocessing steps of the
video signal, because such steps can be performed indepen-
dently from the encoding process. For this reason, the input
video sequence is modified neither in resolution nor in frame
rate for achieving reduced complexity.

GOP structure

This module defines the types of the input frames to form
group of pictures (GOP) structures. The structure can be
either fixed (all GOPs have the same structure) or dynamic
(content-dependent definition of frame types). The compu-
tational complexity required to define fixed GOP structures
is negligible. Defining a dynamic GOP structure has a higher
computational complexity, for example for analyzing frame
contents. The analysis is used for example to detect scene
changes. The rate distortion ratio can be optimized if a GOP
starts with the frame following the scene change.

Both the fixed and the dynamic definitions of the GOP
structure can control the computational complexity of the
coding process and the bit rate of the coded MPEG stream
with the ratio of I-, P-, and B-frames in the stream. In gen-
eral, I-frames require less computation than P- or B-frames,

because no ME and MC is involved in the processing of I-
frames. The ME, which requires significant computational
effort, is performed for each temporal reference that is used.
For this reason, P-frames (having one temporal reference)
are normally half as complex in terms of computations as
B-frames (having two temporal references). It can be con-
sidered further that no inverse DCT and quantization is re-
quired for B-frames. For the bit rate, the relation is the other
way around since each temporal reference generally reduces
the amount of information (frame contents or changes) that
has to be coded.

The chosen GOP structure has influence on the memory
consumption of the encoder as well, because frames must
be kept in memory until a reference frame (I- or P-frame)
is processed. Besides defining I-, P-, and B-frames, input
frames can be skipped and thus are not further processed
while saving memory, computations, and bit rates.

The named options are not further worked out, because
they can be easily applied on every MPEG encoder without
the need to change the encoder modules themselves. A dy-
namic GOP structure would require additional functionality
through, for example, scene change detection. The experi-
ments that are made for this paper are based on a fixed GOP
structure.

Discrete cosine transformation
The DCT transforms image blocks to the transform domain
to obtain a powerful compression. In conjunction with the
inverse DCT (IDCT), a perfect reconstruction of the im-
age blocks is achieved while spending fewer bits for cod-
ing the blocks than not using the transformation. The ac-
curacy of the DCT computation can be lowered by reduc-
ing the number of bits that is used for intermediate results.
In principle, reduced accuracy can scale up the computation
speed because several operations can be executed in paral-
lel (e.g., two 8-bit operations instead of one 16-bit opera-
tion). Furthermore, the silicon area needed in hardware de-
sign is scaled down with reduced accuracy due to simpler
hardware components (e.g., an 8-bit adder instead of a 16-
bit adder). These two possibilities are not further worked
out because they are not algorithm-specific optimizations
and therefore are suitable for only a few hardware architec-
tures.
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An algorithm-specific optimization that can be applied
on any hardware architecture is to scale down the number
of DCT coefficients that are computed. A new technique,
considering the baseline DCT algorithm and a correspond-
ing architecture for finding a specific computation order of
the coefficients, is described in Section 4.1. The computation
order maximizes the number of computed coefficients for a
given limited amount of computation resources.

Another approach for scalable DCT computation pre-
dicts at several stages during the computation whether a
group of DCT coefficients are zero after quantization and
their computation can be stopped or not [3].

Inverse discrete cosine transformation

The IDCT transforms the DCT coefficients back to the spa-
tial domain in order to reconstruct the reference frames for
the (ME) and (MC) process. The previous discussion on scal-
ability options for the DCT also applies to the IDCT. How-
ever, it should be noted that a scaled IDCT should have the
same result as a perfect IDCT in order to be compatible with
the MPEG standard. Otherwise, the decoder (at the receiver
side) should ensure that it uses the same scaled IDCT as in
the encoder in order to avoid error drift in the decoded video
sequence.

Previous work on scalability of the IDCT at the receiver
side exists [4, 5], where a simple subset of the received DCT
coefficients is decoded. This has not been elaborated because
in this paper, we concentrate on the encoder side.

Quantization

The quantization reduces the accuracy of the DCT coeffi-
cients and is therefore able to remove or weight frequencies
of lower importance for achieving a higher compression ra-
tio. Compared to the DCT where data dependencies during
the computation of 64 coefficients are exploited, the quan-
tization processes single coefficients where intermediate re-
sults cannot be reused for the computation of other coef-
ficients. Nevertheless, computing the quantization involves
rounding that can be simplified or left out for scaling up the
processing speed. This possibility has not been worked out
further.

Instead, we exploit scalability for the quantization based
on the scaled DCT by preselecting coefficients for the com-
putation such that coefficients that are not computed by the
DCT are not further processed.

Inverse quantization

The inverse quantization restores the quantized coefficient
values to the regular amplitude range prior to computing the
IDCT. Like the IDCT, the inverse quantization requires suf-
ficient accuracy to be compatible with the MPEG standard.
Otherwise, the decoder at the receiver should ensure that it
avoids error drift.

Motion estimation

The ME computes motion vector (MV) fields to indicate
block displacements in a video sequence. A picture block

(macroblock) is then coded with reference to a block in a pre-
viously decoded frame (the prediction) and the difference to
this prediction. The ME contains several scalability options.
In principle, any good state-of-the-art fast ME algorithm of-
fers an important step in creating a scaled algorithm. Com-
pared to full search, the computing complexity is much lower
(significantly less MV candidates are evaluated) while accept-
ing some loss in the frame prediction quality. Taking the fast
ME algorithms as references, a further increase of the pro-
cessing speed is obtained by simplifying the applied set of
motion vectors (MVs).

Besides reducing the number of vector candidates, the
displacement error measurement (usually the sum of abso-
lute pixel differences (SAD)) can be simplified (thus increase
computation speed) by reducing the number of pixel values
(e.g., via subsampling) that are used to compute the SAD.
Furthermore, the accuracy of the SAD computation can be
reduced to be able to execute more than one operation in
parallel. As described for the DCT, this technique is suitable
for a few hardware architectures only.

Up to this point, we have assumed that ME is performed
for each macroblock. However, the number of processed
macroblocks can be reduced also, similar to the pixel count
for the SAD computation. MVs for omitted macroblocks
are then approximated from neighboring macroblocks. This
technique can be used for concentrating the computing ef-
fort on areas in a frame, where the block contents lead to a
better estimation of the motion when spending more com-
puting power [6].

A new technique to perform the ME in three stages by
exploiting the opportunities of high-quality frame-by-frame
ME is presented in Section 4.3. In this technique, we used
several of the above-mentioned options and we deviate from
the conventional MPEG processing order.

Motion compensation

The MC uses the MV fields from the ME and generates the
frame prediction. The difference between this prediction and
the original input frame is then forwarded to the DCT. Like
the IDCT and the inverse quantization, the MC requires suf-
ficient accuracy for satisfying the MPEG standard. Other-
wise, the decoder (at the receiver) should ensure using the
same scaled MC as in the encoder to avoid error drift.

Variable-length coding (VLC)

The VLC generates the coded video stream as defined in the
MPEG standard. Optimization of the output can be made
here, like ensuring a predefined bit rate. The computational
effort is scalable with the number of nonzero coefficients that
remain after quantization.

4. SCALABLE FUNCTIONS FOR MPEG ENCODING

Computationally expensive corner stones of an MPEG en-
coder are the DCT and the ME. Both are addressed in the
scalable form in Section 4.1 on the scalable DCT [7] and in
Section 4.3 on the scalable ME [8], respectively. Additionally,
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Section 4.2 presents a scalable block classification algorithm,
which is designed to support and integrate the scalable DCT
and ME on the system level (see Section 5).

4.1. Discrete Cosine Transformation

4.1.1. Basics

The DCT transforms the luminance and chrominance values
of small square blocks of an image to the transform domain.
Afterwards, all coefficients are quantized and coded. For a
given N × N image block represented as a two-dimensional
(2D) data matrix {X[i, j]}, where i, j = 0, 1, . . . ,N − 1, the
2D DCT matrix of the coefficients {Y[m,n]} with m,n =
0, 1, . . . ,N − 1 is computed by

Y[m,n] = 4
N2

∗ u(m)∗ u(n)

∗
N−1∑
i=0

N−1∑
j=0

X[i, j]∗ cos
(2i + 1)m∗ π

2N

∗ cos
(2 j + 1)n∗ π

2N
,

(1)

where u(i) = 1/
√

2 if i = 0 and u(i) = 1 elsewhere. Equa-
tion (1) can be simplified by ignoring the constant factors
for convenience and defining a square cosine matrix K by

KN [p, q] = cos
(2p + 1)q ∗ π

2N
(2)

so that (1) can be rewritten as

Y = KN ∗ X ∗ K�N . (3)

Equation (3) shows that the 2D DCT as specified by (1) is
based on two orthogonal 1D DCTs, where KN∗X transforms
the columns of the image block X , and X∗K�N transforms the
rows. Since the computation of two 1D DCTs is less expensive
than one 2D DCT, state-of-the-art DCT algorithms normally
refer to (3) and concentrate on optimizing a 1D DCT.

4.1.2. Scalability

Our proposed scalable DCT is a novel technique for find-
ing a specific computation order of the DCT coefficients.
The results depend on the applied (fast) DCT algorithm. In
our approach, the DCT algorithm is modified by eliminat-
ing several computations and thus coefficients, thereby en-
abling complexity scalability for the used algorithm. Conse-
quently, the output of the algorithm will have less quality,
but the processing effort of the algorithm is reduced, lead-
ing to a higher computing speed. The key issue is to iden-
tify the computation steps that can be omitted to maximize
the number of coefficients for the best possible video qual-
ity.

Since fast DCT algorithms process video data in differ-
ent ways, the algorithm used for a certain scalable applica-
tion should be analyzed closely as follows. Prior to each com-
putation step, a list of remaining DCT coefficients is sorted

x[1]
ira1

irm1 y[1]

x[2]
ira2 y[2]

x[3]
ira3

irm2 y[3]

Figure 4: Exemplary butterfly structure for the computation of out-
puts y[·] based on inputs x[·]. The data flow of DCT algorithms
can be visualized using such butterfly diagrams.

such that in the next step, the coefficient is computed having
the lowest computational cost. More formally, the sorted list
L = {l1, l2, . . . , lN2} of coefficients l taken from an N×N DCT
satisfies the condition

C
(
li
) = min

k≥i
C
(
lk
)
, ∀li ∈ L (4)

where C(lk) is a cost function providing the remaining num-
ber of operations required for the coefficient lk given the fact
that the coefficients ln, n < k, already have been computed.
The underlying idea is that some results of previously per-
formed computations can be shared. Thus (4) defines a min-
imum computational effort needed to obtain the next coeffi-
cient.

We give a short example of how the computation order
L is obtained. In Figure 4, a computation with six operation
nodes is shown, where three nodes are intermediate results
(ira1, ira2, and ira3). The complexity of the operations that
are involved for a node can be defined such that they rep-
resent the characteristics (like CPU usage or memory access
costs) of the target architecture. For this example, we assume
that the nodes depicted with filled circles (•) require one
operation and nodes that are depicted with squares (�) re-
quire three operations. Then, the outputs (coefficients) y[1],
y[2], and y[3] require 4, 3, and 4 operations, respectively. In
this case, the first coefficient in list L is l1 = y[2] because
it requires the least number of operations. Considering that,
with y[2], the shared node ir1 has been computed and its in-
termediate result is available, the remaining coefficients y[1]
and y[3] require 3 and 4 operations, respectively. Therefore,
l2 = y[1] and l3 = y[3], leading to a computation order
L = {y[2], y[1], y[3]}.

The computation order L can be perceptually optimized
if the subsequent quantization step is considered. The quan-
tizer weighting function emphasizes the use of low-frequency
coefficients in the upper-left corner of the matrix. Therefore,
the cost function C(lk) can be combined with a priority func-
tion to prefer those coefficients.

Note that the computation order L is determined by the
algorithm and the optional applied priority function, and it
can be found in advance. For this reason, no computational
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0 1 2 3 4 5 6 7
0 1 33 9 41 5 44 14 36

1 17 49 21 57 29 63 31 55

2 10 37 3 42 11 39 7 48

3 25 61 26 53 18 51 24 60

4 6 45 15 34 2 35 16 46

5 28 59 23 52 19 54 27 62

6 12 47 8 40 13 43 4 38

7 20 56 32 64 30 58 22 50

Figure 5: Computation order of coefficients.

overhead is required for actually computing the scaled DCT.
It is possible, though, to apply different precomputed DCTs
to different blocks employing block classification that indi-
cates which precomputed DCT should perform best with a
classified block (see Section 5.3).

4.1.3. Experiments

For experiments, the fast 2D algorithm given by Cho and
Lee [9], in combination with the Arai-Agui-Nakajima (AAN)
1D algorithm [10], has been used, and this algorithm com-
bination is extended in the following with computational
complexity scalability. Both algorithms were adopted be-
cause their combination provides a highly efficient DCT
computation (104 multiplications and 466 additions). The
results of this experiment presented below are discussed
with the assumption that an addition is equal to one op-
eration and a multiplication is equal to three operations
(in powerful cores, additions and multiplications have equal
weight).

The scalability-optimized computation order in this ex-
periment is shown in Figure 5, where the matrix has been
shaded with different gray levels to mark the first and the
second half of the coefficients in the sorted list. It can be seen
that in this case, the computation order clearly favors hori-
zontal or vertical edges (depending on whether the matrix is
transposed or not).

Figure 6 shows the scalability of our DCT computation
technique using the scalability-optimized computation or-
der, and the zigzag order as reference computation order.
In Figure 6a, it can be seen that the number of coefficients
that are computed with the scalability-optimized computa-
tion order is higher at any computation limit than the zigzag
order. Figure 6b shows the resulting peak signal-to-noise ra-
tio (PSNR) of the first frame from the “Voit” sequence us-
ing both computation orders, where no quantization step is
performed. A 1–5 dB improvement in PSNR can be noticed,
depending on the amount of available operations.

Finally, Figure 7 shows two picture pairs (based on zigzag
and scalability-optimized orders preferring horizontal de-
tails) sampled from the “Renata” sequence during differ-
ent stages of the computation (representing low-cost and
medium-cost applications). Perceptive evaluations of our ex-

periments have revealed that the quality improvement of our
technique is the largest between 200 and 600 operations per
block. In this area, the amount of coefficients is still rela-
tively small so that the benefit of having much more coef-
ficients computed than in a zigzag order is fully exploited.
Although the zigzag order yields perceptually important co-
efficients from the beginning, the computed number is sim-
ply too low to show relevant details (e.g., see the background
calendar in the figure).

4.2. Scalable classification of picture blocks

4.2.1. Basics

The conventional MPEG encoding system processes each im-
age block in the same content-independent way. However,
content-dependent processing can be used to optimize the
coding process and output quality, as indicated below.

(i) Block classification is used for quantization to distin-
guish between flat, textured, and mixed blocks [11]
and then apply different quantization factors for these
blocks for optimizing the picture quality at given bit
rate limitations. For example, quantization errors in
textured blocks have a small impact on the perceived
image quality. Blocks containing both flat and textured
parts (mixed blocks) are usually blocks that contain
an edge, where the disturbing ringing effect gets worse
with high quantization factors.

(ii) The ME (see Section 4.3) can take the advantage of
classifying blocks to indicate whether a block has a
structured content or not. The drawback of conven-
tional ME algorithms that do not take the advantage
of block classification is that they spend many compu-
tations on computing MVs for, for example, relatively
flat blocks. Unfortunately, despite the effort, such ME
processes yield MVs of poor quality. Employing block
classification, computations can be concentrated on
blocks that may lead to accurate MVs [12].

Of course, in order to be useful, the costs to perform block
classification should be less than the saved computations.
Given the above considerations, in the following, we will
adopt content-dependent adaptivity for coding and motion
processing. The next section explains the content adaptivity
in more detail.

4.2.2. Scalability

We perform a simple block classification based on detecting
horizontal and vertical transitions (edges) for two reasons.

(i) From the scalable DCT, computation orders are avail-
able that prefer coefficients representing horizontal or
vertical edges. In combination with a classification, the
computation order that fits best for the block content
can be chosen.

(ii) The ME can be provided with the information whether
it is more likely to find a good MV in up-down or
left-right search directions. Since ME will find equally
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Figure 6: Comparison of the scalability-optimized computation order with the zigzag order. At limited computation resources, more DCT
coefficients are computed (a) and a higher PSNR is gained (b) with the scalability-optimized order than with the zigzag order.
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Figure 7: A video frame from the “Renata” sequence coded employing the scalability-optimized order (a) and (c), and the zigzag order
(b) and (d). Index m(n) means m operations are performed for n coefficients. The scalability-optimized computation order results in an
improved quality (compare sharpness and readability).

good MVs for every position along such an edge
(where a displacement in this direction does not in-
troduce large displacement errors), searching for MVs
across this edge will rapidly reduce the displacement
error and thus lead to an appropriate MV. Horizon-
tal and vertical edges can be detected by significant
changes of pixel values in vertical and horizontal di-
rections, respectively.

The edge detecting algorithm we use is in principle based
on continuously summing up pixel differences along rows or
columns and counting how often the sum exceeds a certain
threshold. Let pi, with i = 0, 1, . . . , 15, be the pixel values in a
row or column of a macroblock (size 16×16). We then define
a range where pixel divergence (di) is considered as noise if
|di| is below a threshold t. The pixel divergence is defined by
Table 1.
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(a) (b)

Figure 8: Visualization of block classification using a picture of the “table tennis” sequence. The left (right) picture shows blocks where
horizontal (vertical) edges are detected. Blocks that are visible in both pictures belong to the class “diagonal/structured,” while blocks that
are blanked out in both pictures are considered as “flat.”

Table 1: Definition of pixel divergence, where the divergence is con-
sidered as noise if it is below a certain threshold.

Condition Pixel divergence di
i = 0 0

(i = 1, . . . , 15) ∧ (|di−1| ≤ t) di−1 + (pi − pi−1)

(i = 1, . . . , 15) ∧ (|di−1| > t) di−1 + (pi − pi−1)− sgn(di−1)∗ t

The area preceding the edge yields a level in the inter-
val [−t; +t]. The middle of this interval is at d = 0, which is
modified by adding ±t in the case that |d| exceeds the inter-
val around zero (start of the edge). This mechanism will fol-
low the edges and prevent noise from being counted as edges.
The counter c as defined below indicates how often the actual
interval was exceeded:

c =
15∑
i=1




0 if
∣∣di∣∣ ≤ t,

1 if
∣∣di∣∣ > t.

(5)

The occurrence of an edge is defined by the resulting value of
c from (5).

This edge detecting algorithm is scalable by selecting
the threshold t, the number of rows and columns that are
considered for the classification, and a typical value for c.
Experimental evidence has shown that in spite of the com-
plexity scalability of this classification algorithm, the evalu-
ation of a single row or column in the middle of a picture
block was found sufficient for a rather good classification.

4.2.3. Experiments

Figure 8 shows the result of an example to classify image
blocks of size 16 × 16 pixels (macroblock size). For this ex-

periment, a threshold of t = 25 was used. We considered a
block to be classified as a “horizontal edge” if c ≥ 2 holds
for the central column computation and as a “vertical edge”
if c ≥ 2 holds for the row computation. Obviously, we can
derive two extra classes: “flat” (for all blocks that do not be-
long to the CLASS “horizontal edge” NOR the class “verti-
cal edge”) and diagonal/structured (for blocks that belong to
both classes horizontal edge and vertical edge).

The visual results of Figure 8 are just an example of a
more elaborate set of sequences with which experiments were
conducted. The results showed clearly that the algorithm
is sufficiently capable of classifying the blocks for further
content-adaptive processing.

4.3. Motion estimation

4.3.1. Basics

The ME process in MPEG systems divides each frame into
rectangular macroblocks (16× 16 pixels each) and computes
MVs per block. An MV signifies the displacement of the
block (in the x-y pixel plane) with respect to a reference
image. For each block, a number of candidate MVs are ex-
amined. For each candidate, the block evaluated in the cur-
rent image is compared with the corresponding block fetched
from the reference image displaced by the MV. After testing
all candidates, the one with the best match is selected. This
match is done on basis of the SAD between the current block
and the displaced block. The collection of MVs for a frame
forms an MV field.

State-of-the-art ME algorithms [13, 14, 15] normally
concentrate on reducing the number of vector candidates for
a single-sided ME between two frames, independent of the
frame distance. The problem of these algorithms is that a
higher frame distance hampers accurate ME.
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Figure 9: An overview of the new scalable ME process. Vector fields are computed for successive frames (left) and stored in memory. After
defining the GOP structure, an approximation is computed (middle) for the vector fields needed for MPEG coding (right). Note that for this
example it is assumed that the approximations are performed after the exemplary GOP structure is defined (which enables dynamic GOP
structures), therefore the vector field (1b) is computed but not used afterwards. With predefined GOP structures, the computation of (1b) is
not necessary.

4.3.2. Scalability

The scalable ME is designed such that it takes the advan-
tage of the intrinsically high prediction quality of ME be-
tween successive frames (smallest temporal distance), and
thereby works not only for the typical (predetermined and
fixed) MPEG GOP structures, but also for more general
cases. This feature enables on-the-fly selection of GOP struc-
tures depending on the video content (e.g., detected scene
changes, significant changes of motion, etc.). Furthermore,
we introduce a new technique for generating MV fields from
other vector fields by multitemporal approximation (not to
be confused with other forms of multitemporal ME as found
in H.264). These new techniques give more flexibility for a
scalable MPEG encoding process.

The estimation process is split up into three stages as fol-
lows.

Stage 1 Prior to defining a GOP structure, we perform a sim-
ple recursive motion estimation (RME) [16] for every
received frame to compute the forward and backward
MV field between the received frame and its predeces-
sor (see the left-hand side of Figure 9). The computa-
tion of MV fields can be omitted for reducing compu-
tational effort and memory.

Stage 2 After defining a GOP structure, all the vector fields
required for MPEG encoding are generated through
multitemporal approximations by summing up vec-
tor fields from the previous stage. Examples are given
in the middle of Figure 9, for example, vector field
(mv f0→3) = (1a) + (2a) + (3a). Assume that the vector
field (2a) has not been computed in Stage 1 (due to a
chosen scalability setting), one possibility to approxi-
mate (mv f0→3) is (mv f0→3) = 2∗ (1a) + (3a).

Stage 3 For final MPEG ME in the encoder, the computed
approximated vector fields from the previous stage are

used as an input. Beforehand, an optional refinement
of the approximations can be performed with a second
iteration of simple RME.

We have employed simple RME as a basis for intro-
ducing scalability because it offers a good quality for time-
consecutive frames at low computing complexity.

The presented three-stage ME algorithm differs from
known multistep ME algorithms like in [17], where initially
estimated MPEG vector fields are processed for a second
time. Firstly, we do not have to deal with an increasing tem-
poral distance when deriving MV fields in Stage 1. Secondly,
we process the vector fields in a display order having the ad-
vantage of frame-by-frame ME, and thirdly, our algorithm
provides scalability. The possibility of scaling vector fields,
which is part of our multitemporal predictions, is mentioned
in [17] but not further exploited. Our algorithm makes ex-
plicit use of this feature, which is a fourth difference. In
the sequel, we explain important system aspects of our al-
gorithm.

Figure 10 shows the architecture of the three-stage ME al-
gorithm embedded in an MPEG encoder. With this architec-
ture, the initial ME process in Stage 1 results in a high-quality
prediction because original frames without quantization er-
rors are used. The computed MV fields can be used in Stage
2 to optimize the GOP structures. The optional refinement
of the vector fields in Stage 3 is intended for high-quality ap-
plications to reach the quality of a conventional MPEG ME
algorithm.

The main advantage of the proposed architecture is that
it enables a broad scalability range of resource usage and
achievable picture quality in the MPEG encoding process.
Note that a bidirectional ME (usage of B-frames) can be
realized at the same cost of a single-directional ME (usage
of P-frames only) when properly scaling the computational
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Figure 11: PSNR of motion-compensated B-frames of the “Ste-
fan” sequence (tennis scene) at different computational efforts—
P-frames are not shown for the sake of clarity (N = 16, M = 4).
The percentage shows the different computational effort that re-
sults from omitting the computation of vector fields in Stage 1 or
performing an additional refinement in Stage 3.

complexity, which makes it affordable for mobile devices that
up till now rarely make use of B-frames. A further optimiza-
tion is seen (but not worked out) in limiting the ME process
of Stages 1 and 3 to significant parts of a vector field in order
to further reduce the computational effort and memory.

4.3.3. Experiments

To demonstrate the flexibility and scalability of the three-
stage ME technique, we conducted an initial experiment us-
ing the “Stefan” sequence (tennis scene). A GOP size of N =
16 and M = 4 (thus “IBBBP” structure) was used, com-
bined with a simple pixel-based search. In this experiment,
the scaling of the computational complexity is introduced by
gradually increasing the vector field computations in Stage
1 and Stage 3. The results of this experiment are shown in
Figure 11. The area in the figure with the white background
shows the scalability of the quality range that results from
downscaling the amount of computed MV fields. Each vector
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Figure 12: Average PSNR of motion-compensated P- and B-frames
and the resulting bit rate of the encoded “Stefan” stream at differ-
ent computational efforts. A lower average PSNR results in a higher
differential signal that must be coded, which leads to a higher bit
rate. The percentage shows the different computational effort that
results from omitting the computation of vector fields in Stage 1 or
performing an additional refinement in Stage 3.

field requires 14% of the effort compared to a 100% simple
RME [16] based on four forward vector fields and three back-
ward vector fields when going from one to the next reference
frame. If all vector fields are computed and the refinement
Stage 3 is performed, the computational effort is 200% (not
optimized).

The average PSNR of the motion-compensated P- and B-
frames (taken after MC and before computing the differential
signal) of this experiment and the resulting bit rate of the en-
coded MPEG stream are shown in Figure 12. Note that for
comparison purpose, no bit rate control is performed dur-
ing encoding and therefore, the output quality of the MPEG
streams for all complexity levels is equal. The quantization
factors, qscale, we have used are 12 for I-frames and 8 for
P- and B-frames. For a full quality comparison (200%), we
consider a full-search block matching with a search window
of 32×32 pixels. The new ME technique slightly outperforms
this full search by 0.36 dB PSNR measured from the motion-
compensated P- and B-frames of this experiment (25.16 dB
instead of 24.80 dB). The bit rate of the complete MPEG
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Table 2: Average luminance PSNR of the motion-compensated P- and B-frames for sequences “Stefan” (A), “Renata” (B), and “Teeny” (C)
with different ME algorithms. The second column shows the average number of SAD-based vector evaluations per MV (based on (A)).

Algorithm Tests/MV (A) (B) (C)

2D FS (32× 32) 926.2 24.80 29.62 26.78
NTSS [14] 25.2 22.55 27.41 24.22
Diamond [15] 21.9 22.46 27.34 26.10
Simple RME [16] 16.0 21.46 27.08 23.89
Three-stage ME 200% (employing [16]) 37.1 25.16 29.24 26.92
Three-stage ME 100% (employing [16]) 20.1 23.52 27.45 24.74

sequence is 0.012 bits per pixel (bpp) lower when using the
new technique (0.096 bpp instead of 0.108 bpp). When re-
ducing the computational effort to 57% of a single-pass sim-
ple RME, an increase of the bit rate by 0.013 bpp compared
to the 32× 32 full search (FS) is observed.

Further comparisons are made with the scalable three-
stage ME running at full and “normal” quality. Table 2 shows
the average PSNR of the motion-compensated P- and B-
frames for three different video sequences and ME algo-
rithms with the same conditions as described above (same
N , M, etc.). The first data column (tests per MV) shows the
average number of vector tests that are performed per mac-
roblock in the “Stefan” sequence to indicate the performance
of the algorithms. Note that MV tests pointing outside the
picture are not counted, which results in numbers that are
lower than the nominal values (e.g., 926.2 instead of 1024 for
32 × 32 FS). The simple RME algorithm results in the low-
est quality here because only three vector field computations
out of 4∗ (4 + 3) = 28 can use temporal vector candidates as
prediction. However, our new three-stage ME that uses this
simple RME performs, comparable to FS, at 200% complex-
ity, and at 100%, it is comparable to the other fast ME algo-
rithms.

The results in Table 2 are based on the simple RME al-
gorithm from [16]. A modified algorithm has been found
later [18] that forms an improved replacement for the sim-
ple RME. This modified algorithm is based on the block
classification as presented in Section 4.2. This algorithm was
used for further experiments and is summarized as follows.
Prior to estimating the motion between two frames, the mac-
roblocks inside a frame are classified into areas having hor-
izontal, vertical edges, or no edges. The classification is ex-
ploited to minimize the number of MV evaluations for each
macroblock by, for example, concentrating vector evalua-
tions across the detected edge. A novelty in the algorithm is
a distribution of good MVs to other macroblocks, even al-
ready processed ones, which differs from other known recur-
sive ME techniques that reuse MVs from previously processed
blocks.

5. SYSTEM ENHANCEMENTS AND EXPERIMENTS

The key approach to optimize a system is to reuse and com-
bine data that is generated by the system modules in order to
control other modules. In the following, we present several

approaches, where data can be reused or generated at a low
cost in a coding system for an optimization purpose.

5.1. Experimental environment

The scalable modules for the (I)DCT, (de)quantization, ME,
and VLC are integrated into an MPEG encoder framework,
where the scaling of the IDCT and the (de)quantization is
effected from the scalable DCT (see Section 5.2). In order
to visualize the obtained scalability of the computations, the
scalable modules are executed at different parameter settings,
leading to effectively varying the number of DCT coefficients
and MV candidates evaluated. When evaluating the system
complexity, the two different numbers have to be combined
into a joint measure. In the following, the elapsed execu-
tion time of the encoder needed to code a video sequence
is used as a basis for comparison. Although this time param-
eter highly depends on the underlying architecture and on
the programming and operating system, it reflects the com-
plexity of the system due to the high amount of operations
involved.

The experiments were conducted on a Pentium-III Linux
system running at 733 MHz. In order to be able to measure
the execution time of single functions being part of the com-
plete encoder execution, it was necessary to compile the C++
program of the encoder without compiler optimizations. Ad-
ditionally, it should be noted that the experimental C++ code
was not optimized for fast execution or usage of architecture-
specific instructions (e.g., MMX). For these reasons, the en-
coder and its measured execution times cannot be compared
with existing software-based MPEG encoders. However, we
have ensured that the measured change in the execution time
results from the scalability of the modules, as we did not
change the programming style, code structures, or common
coding parameters.

5.2. Effect of scalable DCT

The fact that a scaled DCT computes only a subset S of all
possible DCT coefficients C can be used for the optimization
of other modules. The subset S is known before the subse-
quent quantization, dequantization, VLC, and IDCT mod-
ules. Of course, coefficients that are not computed are set
to zero and therefore they do not have to be processed fur-
ther in any of these modules. Note that because the subset
S is known in advance, no additional tests are performed to
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Figure 13: Complexity reduction of the encoder modules relative to the full DCT processing, with (1,1)-GOPs (a) and with (12,4)-GOPs)
(b). Note that in this case, 62% of the coding time is spent in (b) for ME and MC (not shown for convenience). For visualization of the
complexity reduction, we normalize the execution time for each module to 100% for full processing.

detect zero coefficients. This saves computations as follows.

(i) The quantization and dequantization require a fixed
amount of operations per processed intra- or interco-
efficient. Thus, each skipped coefficient c ∈ C \ S saves
1/64 of the total complexity of the quantization and
dequantization modules.

(ii) The VLC processes the DCT coefficients in a zigzag or
an alternate order and generates run-value pairs for
coefficients that are unequal to zero. “Run” indicates
the number of zero coefficients that are skipped before
reaching a nonzero coefficient. The usage of a scaled
DCT increases the probability that zero coefficients oc-
cur, for which no computations are spent.

(iii) The IDCT can be simplified by knowing which coef-
ficients are zero. It is obvious that, for example, each
multiplication with a known factor of 0 and additions
with a known addend of 0 can be skipped.

The execution time of the modules when coding the “Stefan”
sequence and scaling the modules that process coefficients
is visualized in Figure 13. The category “other” is used for
functions that are not exclusively used by the scaled modules.
Figure 13a shows the results of an experiment, where the se-
quence was coded with I-frames only. Similar results are ob-
served in Figure 13b from another experiment, for which P-
and B-frames are included. To remove the effect of quanti-
zation, the experiments were performed with qscale = 1. In
this way, the figures show results that are less dependent on
the coded video content.

The measured PSNR of the scalable encoder running
at full quality is 46.5 dB for Figure 13a and 48.16 dB for
Figure 13b. When the number of computed coefficients is
gradually reduced from 64 to 8, the PSNR drops gradually
to 21.4 dB Figure 13a, respectively, 21.81 dB in Figure 13b.
In Figures 13a and 13b, the quality gradually reduces from
“no noticeable differences” down to “severe blockiness.” In
Figure 13b, the curve for the ME module is not shown for

convenient because the ME (in this experiment, we used dia-
mond search ME [15]) is not affected from processing a dif-
ferent number of DCT coefficients.

5.3. Selective DCT computation based on
block classification

The block classification introduced in Section 4.2 is used to
enhance the output quality of the scaled DCT by using differ-
ent computation orders for blocks in different classes. A sim-
ple experiment indicates the benefit in quality improvement.
In the experiment, we computed the average values of DCT
coefficients when coding the “table tennis” sequence with I-
frames only. Each DCT block is taken after quantization with
qscale = 1. Figure 14 shows the statistic for blocks that are
classified as having a horizontal (left graph) or vertical (right
graph) edge only. It can be seen that the classification leads
to a frequency concentration in the DCT coefficient matrix
in the first column, respectively, row.

We found that the DCT algorithm of Arai et al. [10] can
be used best for blocks with horizontal or vertical edges,
while background blocks have a better quality impression
when using the algorithm by Cho and Lee [9]. The exper-
iment made for Figure 15 shows the effect of the two algo-
rithms on the table edges ([10] is better) and the background
([9] is better). In both cases, the computation orders de-
signed for preferring horizontal edges are used. The compu-
tation limit was set to 256 operations, leading to 9 computed
coefficients for [10] and 11 for [9], respectively. The coeffi-
cients that are computed are marked in the corresponding
DCT matrix. It can be seen that [10] covers all main vertical
frequencies, while [9] covers a mixture of high and low ver-
tical and horizontal frequencies. The resulting overall PSNR
are 26.58 dB and 24.32 dB, respectively.

Figure 16 shows the effect of adaptive DCT computation
based on classification. Almost all of the background blocks
were classified as flat blocks and therefore, ChoLee was cho-
sen for these blocks. For convenient, both algorithms were set
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Figure 15: Example of scaled AAN-DCT (a) and ChoLee-DCT (b) at 256 operations. AAN fits better for horizontal edges, while ChoLee has
better results for the background.

to compute 11 coefficients. Blocks with both detected hori-
zontal and vertical edges are treated as blocks having hori-
zontal edges only because an optimized computation order
for such blocks is not yet defined. The resulting PSNR is
26.91 dB.

5.4. Dynamic interframe DCT coding

Besides intraframe coding, the DCT computation on frame
differences (for interframe coding) occurs more often than
intraframe coding (N − 1 times for (N ,M) GOPs). For this
reason, we look more closely to interframe DCT coding,
where we discovered a special phenomenon from the scal-
able DCT. It was found that the DCT coded frame differences
show temporal fluctuations in frequency content. The tem-
poral fluctuation is caused by the motion in the video con-
tent combined with the special selection function of the co-
efficients computed in our scalable DCT. Due to the motion,
the energy in the coefficients shifts over the selection pattern

so that the quality gradually increases over time. Figure 17
shows this effect from an experiment when coding the “Ste-
fan” sequence with IPP frames (GOP structure (GOP size N ,
IP distance M) = (12, 1)) while limiting the computation
to 32 coefficients. The camera movement in the shown se-
quence is panning to the right. It can be seen for example
that the artifacts around text decrease over time.

The aforementioned phenomenon was mainly found in
sequences containing not too much motion. The described
effect leads to the idea of temporal data partitioning using a
cyclical sequence of several scalable DCTs with different co-
efficient selection functions. The complete cycle would com-
pute each coefficient at least once. Temporal data partition-
ing means that the computational complexity of the DCT
computation is spread over time, thereby reducing the av-
erage complexity of the DCT computation (per block) at
the expense of obtaining delayed quality obtainment. Using
this technique, picture blocks having a static content (blocks
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Figure 16: Both DCT algorithms were used to code this frame. Af-
ter block classification, the ChoLee-DCT was used to code blocks
where no edges were detected and the AAN-DCT for blocks with
detected edges.

Figure 17: Visualization of a phenomenon from the scalable DCT,
leading to a gradual quality increase over time.

having zero motion like nonmoving background) and there-
fore having no temporal fluctuations in their frequency con-
tent will obtain the same result as a nonpartitioned DCT
computation after full computation of the partitioned DCT.

Based on the idea of temporal data partitioning, we de-
fine N subsets si (with i = 0, . . . ,N − 1) of coefficients such
that

N−1⋃
i=0

si = S, (6)

where the set S contains all the 64 DCT coefficients. The sub-
sets si are used to build up functions fi that compute a scaled
DCT for the coefficients in si. The functions fi are applied to
blocks with static contents in cyclical sequence (one per in-
tercoded frame). After N intercoded frames, each coefficient
for these blocks is computed at least once.

We set up an experiment using the “table tennis” se-
quence as follows in order to measure the effect of dynamic
interframe coding. The computation of the DCT (for in-

Figure 18: Example of coefficient subsets (marked gray) used for
dynamic interframe DCT coding with a limitation to 32 coefficients
per subset.
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Figure 19: PSNR measures for the coded “table tennis” sequence,
where the DCT computation was scaled to compute 32 coefficients.
Compared to coding I-frames only (medium gray curve), inter DCT
coding results in an improved output quality in case of motion
(light gray curve) and even a higher output quality with dynamic
interframe DCT computation.

traframe coding and interframe coding) was limited to 32
coefficients. The coefficient subsets we used are shown in
Figure 18. Figure 19 shows the improvement in the PSNR
that is achieved with this approach. Three curves are shown
in this figure, plotting the achieved PSNR of the coded
frames. The medium gray curve results from coding all the
frames as I-frames, which we take as a reference in this ex-
periment. The other two curves result from applying a GOP
structure with N = 16 and M = 4. First, all blocks are pro-
cessed with a fixed DCT (light gray curve) computing only
the coefficients as shown in the left subset of Figure 18. It
can be seen that when the content of the sequence changes
due to movement, the PSNR increases. Second, the dynamic
inter-DCT coding technique is applied to the coding pro-
cess, which results in the dark gray curve. The dark gray
curve shows an improvement to the light gray curve in case
of no motion. The comb-like structure of the curve results
from the periodic I-frame occurrence that restarts the quality
buildup. The low periodicity of the quality drop gives a visu-
ally annoying effect that can be solved by computing more
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Figure 20: Example of ME scalability for the complete encoder
when using a (12, 4)-GOP (“IBBBP” structure) for coding.

coefficients for the I-frames. Although this seems interesting,
this was not further pursued because of limited time.

5.5. Effect of scalable ME

The execution time of the MPEG modules when coding
the “Stefan” sequence and scaling the ME is visualized in
Figure 20. It can be seen that the curve for the ME block
scales linearly with the number of MV evaluations, whereas
the other processing blocks remain constant. The average
number of vector candidates that are evaluated per mac-
roblock by the scalable ME in this experiment is between
0.42 and 12.53. This number is clearly below the achieved
average number of candidates (21.77) when using the di-
amond search [15]. At the same time, we found that our
scalable codec results in a higher quality of the MC frame
(up to 25.22 dB PSNR in average) than the diamond search
(22.53 dB PSNR in average), which enables higher compres-
sion ratios (see the next section).

5.6. Combined effect of scalable DCT and scalable ME

In this section, we combine the scalable ME and DCT
in the MPEG encoder and apply the scalability rules for
(de)quantization, IDCT, and VLC, as we have described them
in Section 2. Since the DCT and ME are the main sources for
scalability, we will focus on the tradeoff between MVs and
the number of computed coefficients.

Figure 21 portrays the obtained average PSNR of the
coded “Stefan” sequence (CIF resolution) and Figure 22
shows the achieved bit rate corresponding to Figure 21. The
experiments are performed with a (12,4)-GOP and qscale =
1. Both figures indicate the large design space that is available
with the scalable encoder without quantization and open-
loop control. The horizontally oriented curves refer to a
fixed number of DCT coefficients (e.g., 8, 16, 24, 32, . . . , 64),
whereas vertically oriented curves refer to a fixed number of
MV candidates. A normal codec would compute all the 64
coefficients and would therefore operate on the top horizon-
tal curve of the graph. The figures should be jointly evalu-
ated. Under the above-mentioned measurement conditions,
the potential benefit of the scalable ME is only visible in the
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Figure 21: PSNR results of different configurations for the scalable
MPEG modules.
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Figure 22: Obtained bit rates of different configurations for the
scalable modules. The markers refer to points in the design space,
where the same bit rate and quality (not computational complex-
ity) is obtained as resulting from using diamond search (A) or full
search with a 32× 32 (B) or 64× 64 (C) search area for ME.

reduction of the bit rate (see Figure 22) since an improved
ME leads to less DCT coefficients for coding the difference
signal after the MC in the MPEG loop.

In Figure 22, it can be seen that the bit rate decreases
when computing more MV candidates (going to the right).
The reduction is only visible when the bit rate is high enough.
For comparison, the markers “A,” “B”, and “C” refer to three
points from the design space. With these markers, the ob-
tained bit rate of the scalable encoder is compared to the en-
coder using another ME algorithm. Marker “A” refers to the
configuration of the encoder using the scalable ME, where
the same bit rate and video quality (not the computational
complexity) are achieved compared to the diamond search.
As mentioned earlier, the diamond search performs 21.77
MV candidates on the average per macroblock. Our scalable
coder operating under the same quality and bit rate combi-
nation as the diamond search in marker “A” results in 10.06
average MV candidates, thus 53.8% less than the diamond
search. Markers “B” and “C” result from using the full-search
ME with a 32 × 32 and 64 × 64 search area, respectively, re-
quiring substantially more vector candidates (1024 and 4096,
respectively). Figure 21 shows a corresponding measurement
with the average PSNR, as the outcome, instead of the bit
rate.



Complexity Scalable MPEG Encoding for Mobile 251

Figures 21 and 22 both present a large design space, but
in practice, this is limited due to the quantization and bit rate
control. Further experiments using quantization and bit rate
control at 1500 kbps for the “Stefan,” “Foreman,” and “ta-
ble tennis” sequence resulted in a quality level range from
roughly 22 dB to 38 dB. As could be expected from inserting
the quantization, the curves moved to lower PSNR (the lower
half of Figure 21) and less computation time is required since
fewer coefficients are computed. It was found that the re-
maining design space is larger for sequences having less mo-
tion.

6. CONCLUSIONS

We have presented techniques for complexity scalable MPEG
encoding that gradually reduce the quality as a function of
limited resources. The techniques involve modifications to
the encoder modules in order to pursue scalable complexity
and/or quality. Special attention has been paid to exploiting
a scalable DCT and ME because they represent two compu-
tational expensive corner stones of MPEG encoding. The in-
troduced new techniques for the scalability of the two func-
tions show considerable savings of computational complex-
ity for video applications having low-quality requirements.
In addition, a scalable block classification technique has been
presented, which is designed to support the scalable process-
ing of the DCT and ME. In the second step, performance
evaluations have been carried out by constructing a com-
plete MPEG encoding system in order to show the design
space that is achieved with the scalability techniques. It has
been shown that even a higher reduction in computational
complexity of the system could be obtained if available data
(e.g., which DCT coefficients are computed during a scal-
able DCT computation) is exploited to optimize other core
functions.

The obtained execution times of the encoder when cod-
ing the “Stefan” sequence as an example for complexity has
been measured. It was found that the overall execution time
of the scalable encoder can be gradually reduced to roughly
50% of its original execution time. At the same time, the
codec provides a wide range of video quality levels (roughly
from 20 dB to 48 dB PSNR in average) and compression ra-
tios (from 0.58 to 2.02 Mbps). Further experiments target-
ing a bit rate of 1500 kbps for the Stefan, Foreman, and table
tennis sequence result in a quality level range from roughly
21.5 dB to 38.5 dB. Compared with the diamond search ME
from literature which requires 21.77 MV candidates on the
average per macroblock, our scalable coder operating un-
der the same quality and bit rate combination uses 10.06
average MV candidates, thus 53.8% less than the diamond
search.

Another result of our experiments is that the scalable
DCT has an integrated coefficient selection function which
may enable a quality increase during interframe coding. This
phenomenon can lead to an MPEG encoder with a number
of special DCTs with different selection functions, and this
option should be considered for future work. This should

also include different scaling of the DCT for intra- and inter-
frame coding. For scalable ME, future work should examine
the scalability potentials of using various fixed and dynamic
GOP structures, and of concentrating or limiting the ME to
frame parts, whose content (could) have the current viewer
focus.
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Digital video delivered over wired-to-wireless networks is expected to suffer quality degradation from both packet loss and bit
errors in the payload. In this paper, the quality degradation due to packet loss and bit errors in the payload are quantitatively evalu-
ated and their effects are assessed. We propose the use of a concatenated forward error correction (FEC) coding scheme employing
Reed-Solomon (RS) codes and rate-compatible punctured convolutional (RCPC) codes to protect the video data from packet loss
and bit errors, respectively. Furthermore, the performance of a joint source-channel coding (JSCC) approach employing this con-
catenated FEC coding scheme for video transmission is studied. Finally, we describe an improved end-to-end architecture using
an edge proxy in a mobile support station to implement differential error protection for the corresponding channel impairments
expected on the two networks. Results indicate that with an appropriate JSCC approach and the use of an edge proxy, FEC-based
error-control techniques together with passive error-recovery techniques can significantly improve the effective video throughput
and lead to acceptable video delivery quality over time-varying heterogeneous wired-to-wireless IP networks.
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1. INTRODUCTION

With the emergence of broadband wireless networks and the
increasing demand for multimedia transport over the Inter-
net, wireless multimedia services are expected to be widely
deployed in the near future. Many multimedia applications
will require video transmission over links with a wireless first
and/or last hop as illustrated in Figure 1. However, many ex-
isting wired and/or wireless networks cannot provide guar-
anteed quality of service (QoS), either because of conges-
tion, or because temporally high bit-error rates cannot be
avoided during fading periods. Channel-induced losses, in-
cluding packet losses due to congestion over wired networks
as well as packet losses and/or bit errors due to transmission
errors on a wireless network, require customized error re-
silience and channel coding strategies that add redundancy
to the coded video stream at the expense of reduced source
coding efficiency or effective source coding rates, resulting in
compromised video quality.

In this paper we quantitatively investigate the effects of
packet losses on reconstructed video quality caused by bit

errors anywhere in the packet in a wireless network if only
error-free packets are accepted, as well as the effects of resid-
ual bit errors in the payload if errored packets are accepted
instead of being discarded in the transport layer. The for-
mer corresponds to the use of the user datagram protocol
(UDP) employing a checksum mechanism while the latter
corresponds to the use of a transparent transport protocol,
such as UDP-Lite [1], together with forward error correction
(FEC) to attempt to correct transmission errors.

This work represents an extension of previous works [2,
3]. In particular, in [2] we described an approach using edge
proxies which did not address the unique FEC requirements
on the wired networks. This was followed by work reported
in [3] where a concatenated channel coding approach was
employed, but without an edge proxy, which attempted to
address the distinct FEC requirements of both the wired and
wireless networks.

A joint source-channel coding (JSCC) approach has been
well recognized as an effective and efficient strategy to pro-
vide error-resilient image [4, 5, 6, 7, 8] and video [3, 9, 10, 11]
transport over time-varying networks, such as wireless IP
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Figure 1: Illustration of heterogeneous wired-to-wireless networks.

networks. In this paper, we extend the work in [3] and
provide a quantitative evaluation of a proposed JSCC ap-
proach used with a concatenated FEC coding scheme em-
ploying Reed-Solomon (RS) block codes and RCPC codes to
actively protect the video data from the different channel-
induced impairments associated with transmission over tan-
dem wired and wireless networks. However, we demonstrate
that this approach is not optimal since the coding overhead
required on the wired link must also be carried on the wire-
less link which can have a serious negative effect on the abil-
ity of the bandwidth-limited wireless link to support high-
quality video transport.

Finally, we will present a framework for an end-to-
end solution for packet video over heterogeneous wired-to-
wireless networks using an edge proxy. Specifically, the edge
proxy serves as an agent to enable and implement selective
packet relay, error-correction transcoding, JSCC, and inter-
operation between different transport protocols for the wired
and wireless networks. Through the use of the edge proxy lo-
cated at the boundary of the wired and wireless networks,
we demonstrate the ability to avoid the serious compromise
in efficiency on the wireless link associated with the con-
catenated approach. More specifically, we employ RS codes
only on the wired network to protect against packet losses
while the RCPC codes are employed only on the wireless
network to protect against bit errors. The edge proxy pro-
vides the appropriate FEC transcoding resulting in improved
bandwidth efficiencies on the wireless network. We believe
that the value of the proposed approach, employing an edge
proxy with appropriate functionalities, lies in the fact that lit-
tle or no change needs to be provided on the existing wired
network while at the same time it addresses the distinctly dif-
ferent transport requirements for the wireless network. Fur-
thermore, it uses fairly standard FEC approaches in order to
support reliable multimedia services over the Internet with a
wireless first and/or last hop.

The remainder of this paper is organized as follows. In
Section 2, we provide some technical preliminaries describ-

ing an application level framing (ALF) approach employ-
ing RTP-H.263+ packetization. In Section 3, we briefly de-
scribe the background for packet video over wireless net-
works and provide a quantitative study of packet video per-
formance over wireless networks based on the two differ-
ent transport-layer strategies as discussed above. We also de-
scribe the RCPC codes, the channel-loss model, and the as-
sumed physical channel model for the wireless networks un-
der study. In Section 4, we introduce a concatenated FEC
coding scheme for packet video transport over heteroge-
neous wired-to-wireless networks, and briefly describe the
interlaced RS codes and packetization scheme employed. In
Section 5, we present a framework for an end-to-end solu-
tion for packet video over heterogeneous wired-to-wireless
network using edge proxies and provide a comparison of the
performance achievable compared to the concatenated ap-
proach. Finally, Section 6 provides a summary and conclu-
sions.

2. PRELIMINARIES

2.1. Application-layer framing

To provide effective multimedia services over networks lack-
ing guaranteed QoS, such as IP-based wired as well as wire-
less networks, it is necessary to build network-aware appli-
cations which incorporate the varying network conditions
into the application layer instead of using the conventional
layered architecture to design network-based applications. A
possible solution is through ALF as proposed in [12]. The
principal concept of ALF is that most of the functionalities
necessary for network communications will be implemented
as part of the application. As a result, the underlying network
infrastructure provides only minimal needed functionalities.
The application is then responsible for assembling data pack-
ets, FEC coding and error recovery, as well as flow control.
The protocol of choice for IP-based packet video applica-
tions is the real-time transport protocol (RTP) [13], which is
an implementation of ALF by the internet engineering task
force (IETF). Likewise, UDP-Lite [1] is a specific instance
of ALF in the sense that the degree of transparency at the
transport layer can be tailored to the application by allow-
ing the checksum coverage to be variable, including only the
header or portions of the packet payload as well. In this pa-
per, we will consider the use of ALF-based RTP-H.263+ for
video transmission over wired and wireless IP networks with
a simplified transparent transport layer that does not require
all the functionalities of UDP-Lite.

2.2. RTP-H.263+

In order to transmit H.263+ video over IP networks, the
H.263+ bitstream must first be packetized. A payload for-
mat for H.263+ video has been defined for use with RTP
(RFC 2429) [14]. This payload format for H.263+ can also
be used with the original version of H.263. In our exper-
iments, the group of block (GOB) mode was selected for
the H.263+ coder and packetization was always performed
at GOB boundaries, that is, each RTP packet contains one
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or more complete GOBs. Since every packet begins with a
picture or GOB start code, the leading 16 zeros are omitted
in accordance with RFC 2429 [14]. The packetization over-
head then consists only of the RTP/UDP/IP headers, which
are typically 40 bytes per packet. This overhead can be signif-
icant at low bit rates for wireless network-based applications.
It is important to improve the packetization efficiency in such
cases [15]. To minimize the packetization header overhead,
each RTP packet should be as large as possible. On the other
hand, in the presence of channel impairments, the packet size
should be kept small to minimize the effects of lost packets on
reconstructed video quality.

3. PACKET VIDEO OVER WIRELESS NETWORKS

Knowledge of the radio propagation characteristics is usually
a prerequisite for effective design and operation of a com-
munication system operating in a wireless environment. The
fading characteristics of different radio channels and their
associated effect on communication performance have been
studied extensively in the past [16]. Despite the fact that
Rayleigh fading is the most popular model, Rician fading is
observed in mobile radio channels as well as in indoor cord-
less telecommunication (CT) systems [16]. In a cellular sys-
tem, Rayleigh fading is often a feature of large cells, while
for cells of smaller diameter, the envelope fluctuations of a
received signal are observed to be closer to Rician fading. A
slow and flat Rician fading model is assumed here,1 where
the duration of a symbol waveform is sufficiently short so
that the fading variations cause negligible loss of coherence
within each received symbol. At the same time, the symbol
waveform is assumed to be sufficiently narrowband (suffi-
ciently long in duration) so that frequency selectivity is negli-
gible in the fading of its spectral components. As a result, the
receiver can be designed and analyzed on the basis of optimal
symbol-by-symbol processing of the received waveform, for
example, by a sampled matched filter or other appropriate
substitute in the same manner used in the nonfading case.

3.1. Channel-induced loss models

In this work, we restrict our attention to a random loss
model, that is, the wireless channel is characterized by un-
correlated bit errors. This is a reasonable model for a fairly
benign wireless channel under the assumption of sufficient
interleaving to randomize the burst errors produced in the
decoder.

By means of FEC, some of these bit errors can be cor-
rected. Depending on the FEC code parameters and the
channel conditions, there will be residual bit errors. Gener-
ally, over existing wired IP networks, UDP is configured to
discard any packet with even a single error detected in the
entire packet including the header, although UDP itself need

1The slow and flat Rician channel model is completely described in terms
of the single parameter ζ2 representing the ratio of specular-to-diffuse en-
ergy.

not implement this error-detecting functionality. In the wire-
less video telephony system described by Cherriman et al.
[17], such packets are also discarded without further process-
ing. In this paper, we will define two channel-induced loss
models. For the first model, we assume the same loss model
as used in wired IP networks; that is, a packet is accepted
only if there is no error in the entire packet including the
header as well as the payload, otherwise, it is considered lost.
This model corresponds to a transport scheme allowing only
error-free packets (denoted as scheme 1 in this paper). So,
for an interference-limited wireless channel, like the CDMA
radio interface, the packet losses are primarily the results of
frequent bit errors instead of congestion as in a wired net-
work. The channel-induced impairment to the video qual-
ity is in the form of these packet losses. If a packet is con-
sidered lost, the RTP sequence number enables the decoder
to identify the lost packets so that locations of the missing
GOBs are known. The missing blocks can then be concealed
by motion-compensated interpolation using the motion vec-
tor of the macroblock (MB) immediately above the lost MB
in the same frame, or else the motion vector is assumed to
be zero if this MB is missing. However, if too many packets
are lost, concealment itself is no longer effective in improving
the reconstructed video quality.

For the second model, we assume that the transport layer
is transparent to the application layer; that is, a packet with
errors only in the payload is not simply discarded in the
transport layer. Such a transparent transport layer can be
achieved by using, for example, UDP-Lite as proposed in [1].
However, UDP-Lite provides other functionalities not neces-
sary for the work here and is not widely deployed. As a result,
we employ a simplified transparent transport protocol which
limits the use of the checksum only on the RTP/UDP/IP
header and discards a packet only if there is an error detected
in the header. In this case the application layer should be able
to access the received data although such data may have one
or more bit errors. This model corresponds to a transport
scheme allowing bit errors in the payload (denoted as scheme
2 in this paper). The channel-induced impairment to the
video quality is then in the form of residual bit errors in the
video stream. It is the responsibility of the application layer to
deal with these possible bit errors. Specifically, here we make
use of the H.263+ coding scheme where, based on syntax vi-
olations, certain error patterns may be detected by the video
decoder and the use of the corresponding errored data can
be avoided by employing passive error-recovery (PER) tech-
niques.

Our intention is to quantitatively compare these two
channel-induced loss models, identify the different video
data protection requirements for wired and wireless net-
works, and describe the corresponding appropriate transport
schemes for packet video delivery over such networks.

3.2. Physical channel model

The bitstreams are modulated before being transmitted over
a wireless link. During transmission, the modulated bit-
streams typically undergo degradation due to additive white



256 EURASIP Journal on Applied Signal Processing

Gaussian noise (AWGN) and/or fading. At the receiver side,
the received waveforms are demodulated, channel decoded,
and then source decoded to form the reconstructed video
sequence. The reconstructed sequence may differ from the
original sequence due to both source coding errors and pos-
sible channel-error effects.

In this paper, the symbol transmission rate for the wire-
less links is set to be rS = 64 Ksps, such that the overall bit
rate employing QPSK modulation is constrained as Rtot =
128 Kbps. This in turn sets the upper limit for the bit rate
over the wired networks to be Rtot = 128 Kbps as well. Since
the total bit rate is limited by the wireless links, the use of RS
and/or RCPC codes will result in a decrease of source coded
bit rate proportional to the overall channel coding rates.

The transmission channel is modelled as a flat-flat Rician
channel with ratio of specular-to-diffuse energy ζ2 = 7 dB.

3.3. RCPC channel codes

The class of FEC codes employed for the wireless IP net-
work in this work is the set of binary RCPC codes described
in [18]. With P representing the puncturing period of the
code, the rates of the codes that may be generated by punc-
turing a rate Rc = 1/n mother code are Rc = P/(P + j),
j = 1, 2, . . . , (n − 1)P. Thus, it is easy to obtain a family
of codes with unequal error correcting capabilities. In this
work, a set of RCPC codes are obtained by making use of
an Rc = 1/4 mother code with memory M = 10 and a corre-
sponding puncturing period P = 8. Then the available RCPC
codes are of rates, Rc = 8/9, 8/10, . . . , 8/32.

3.4. Passive error recovery

If a packet is considered lost, the RTP sequence number en-
ables the decoder to identify the lost packets so that locations
of the missing data are known. The affected blocks can then
be concealed by PER techniques. In this work, we make use
of the error-detecting and recovery scheme described in Test
Model 8 [19]. The major objective of this PER scheme is to
detect the severe error patterns and prevent the use of such
errors which may substantially degrade the video quality. The
remaining undetected error patterns in the payload which
are not detected by the H.263+ decoder will result in the use
of incorrectly decoded image data which can cause quality
degradation of the reconstructed video.

3.5. Selected simulation results

We present some selected results for a representative quar-
ter common intermediate format (QCIF) video conferencing
sequence, Susie at 7.5 frames per second (fps). These results
were obtained using a single-layer H.263+ coder in conjunc-
tion with RCPC channel codes [18] together with quadrature
phase shift keyed (QPSK) modulation. To decrease the sen-
sitivity of our results to the location of bit errors, a sequence
of Nf = 30 input frames is encoded, channel errors are sim-
ulated and the resulting distortion is averaged. Furthermore,
each simulation was run Nt times. By taking empirical av-
erages with Nt sufficiently large (i.e., Nt = 1000), statistical
confidence in the resulting distortion can be achieved.

40

39

38

37

36

35

34

33

32

31

30

P
SN

R
(d

B
)

30 35 40 45 50 55 60
ES/NI (dB)

9 GOBs/packet
1 GOB/packet

Figure 2: Performance of RTP-H.263+ packet video with 1 or
9 GOBs/packet over a wireless channel without channel coding and
employing loss model 1; Rician channel with ζ2 = 7 dB.

Figure 2 demonstrates results for a system without chan-
nel coding under the assumption of the first loss model.
Here, we plot the reconstructed peak signal-to-noise ratio
(PSNR) versus the channel SNR, ES/NI .2 In Figure 2, we pro-
vide results for two packetization choices which packetize
either 1 or 9 GOBs (i.e., 1 frame for QCIF) into a single
packet. It should be obvious that in the absence of chan-
nel impairments, the more GOBs contained in one packet,
the better the quality should be as a result of the reduced
overheads. This is clearly demonstrated in Figure 2 where for
large ES/NI , the larger number of GOBs/packet results in im-
proved PSNR performance. However, as the channel condi-
tions degrade (i.e., the value of ES/NI decreases), a packeti-
zation scheme with fewer GOBs/packet can be expected to
be more robust in the presence of the increasing channel im-
pairments. This is because of the dependence of packet-loss
rate upon the corresponding packet size. Although the bit-
error rate remains the same, a larger packet size results in
larger packet-loss rate. This is also demonstrated in Figure 2.
It should also be noticed that under the first loss model, the
video quality is extremely sensitive to packet losses due to the
channel variation in ES/NI .

Next, we demonstrate the performance of the system
with a transparent transport layer; that is, channel-loss
model 2. We provide corresponding results in Figure 3 for
both loss models for two packetization choices which again
packetize 1 or 9 GOBs (i.e., 1 frame for QCIF) into a sin-
gle packet. If a single GOB is packetized into a packet, the
quality of the second transport scheme degrades somewhat

2The quality ES/NI represents the ratio of energy per symbol to the spec-
tral density of the channel noise or interference level.
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Figure 3: Performance of RTP-H.263+ packet video with 1 or
9 GOBs/packet over a wireless channel without channel coding for
the two loss models.

more gracefully compared to the first scheme as the channel
ES/NI decreases. The relative disadvantage of the first scheme
in this case is the result of discarding packets with even a
single bit error in the payload. Instead, the second scheme
makes use of the received data by selectively decoding those
data without severely degrading the video quality. Since the
packet size in this case is relatively small, as the bit error rate
increases as a result of decreasing ES/NI , there is some ad-
vantage of the first scheme in the region ES/NI < 31 dB be-
cause it avoids the use of error-prone packets. For scheme 2,
on the other hand, the remaining undetected errors in the
payload begin to overwhelm the PER capabilities of the de-
coder as ES/NI decreases and substantially degrade the recon-
structed video quality. This is also demonstrated in Figure 3.
However, it should be noticed that in this region the video
quality is already sufficiently degraded that the relative ad-
vantage of scheme 1 in this region does not make a signif-
icant difference for video users. Furthermore, as illustrated
in Figure 3, if 9 GOBs are packetized into a packet, the qual-
ity of the second transport scheme substantially outperforms
the first scheme as the channel ES/NI becomes smaller. As the
packet size increases, the disadvantage of the first scheme is
even more significant as a result of discarding packets with
even single bit error in the payload. Based on these observa-
tions, it would appear that it is necessary to provide a trans-
parent transport scheme for packet video over wireless net-
works. More specifically, packet video over wired and wire-
less IP networks may have to employ different transport-layer
protocols.

FEC can be used to protect the video data against chan-
nel errors to improve the video delivery performance in
the range of lower ES/NI , although, as we demonstrate, the
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Figure 4: Performance of RTP-H.263+ packet video with 1 or
9 GOBs/packet over a wireless channel with a fixed Rc = 1/2,
M = 10 convolutional code for the two loss models.

choice of channel coding rate must be carefully made. For ex-
ample, the corresponding results for the previous two pack-
etization choices are illustrated in Figure 4 for the two loss
models where we somewhat arbitrarily employ an Rc = 1/2,
M = 10 convolutional code to protect the packetized video
data. In this case, the additional channel coding overheads
force a decrease in the available source coding bit rate,3 and
this results in a corresponding decrease in the video quality
in the absence of channel impairments. This can be seen if we
compare the results in Figure 4 to the corresponding values
in Figure 3 for large ES/NI . However, it should be noted that
the coded cases can maintain the video quality at acceptable
levels for considerably smaller values of ES/NI compared to
the uncoded system. This is a good indication of the neces-
sity of employing FEC coding in wireless networks.

It should also be observed in Figure 4, compared to the
uncoded case illustrated in Figure 3, that the second loss
model consistently and substantially outperforms the first
loss model. For example, there is over 6 dB performance gain
of the second model over the first model at ES/NI = 4 dB for
the case of 9 GOBs/packet. This suggests the advisability of
using FEC coding to constrain the bit-error rate in wireless
networks together with the use of a transparent transport-
layer scheme to provide acceptable packet video services.
This provides further illustration that packet video transport
over wireless IP networks may require a different transport-
layer protocol from conventional wired networks in order to
obtain more desirable error-resilient quality.

3Recall that we are holding the total transmitted bit budget at Rtot =
128 Kbps.
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Figure 5: Illustration of concatenated coding scheme.

4. PACKET VIDEO OVER WIRED-TO-WIRELESS
IP NETWORKS

Many evolving multimedia applications will require video
transmission over a wired-to-wireless link such as in wire-
less IP applications where a mobile terminal communicates
with an IP server through a wired IP network in tandem with
a wireless network as illustrated in Figure 1. We intend to ad-
dress an end-to-end solution for video transmission over a
heterogeneous network such as the UMTS third-generation
(3G) wireless system, which provides the flexibility at the
physical layer to introduce service-specific channel coding as
well as the necessary bit rate required for high-quality video
up to 384 Kbps.

Video quality should degrade gracefully in the presence
of either packet losses due to congestion on the wired net-
work, or bit errors due to fading conditions on the wireless
channel. Due to the difference in channel conditions and loss
patterns between the wired and wireless networks, to be ef-
ficient and effective the error-control schemes should be tai-
lored to the specific characteristics of the loss patterns asso-
ciated with each network. Furthermore, the corresponding
error-control schemes for each network should not be de-
signed and implemented separately, but jointly in order to
optimize the quality of the delivered video.

Here, we present a possible end-to-end solution which
employs an adaptive concatenated FEC coding scheme to
provide error-resilient video service over tandem wired-to-
wireless IP networks as illustrated in Figure 5. An H.263+
source coder encodes the input video which is applied to a
concatenated channel encoder employing an RS block outer
encoder and an RCPC inner encoder. The RS outer code op-
erates in an erasure-decoding mode and provides protection
against packet loss due to congestion in the wired IP net-
work while the RCPC inner code provides protection against
bit errors due to fading and interference on the wireless net-
work. The RS coding rates can be selected adaptively accord-
ing to the prevailing network conditions, specifically, packet-
loss rate for the wired IP network. This channel rate match-
ing is achieved by employing a set of RS codes with different
erasure-correcting capabilities. The RCPC coding rates can
also be selected adaptively to provide different levels of bit-

error-correcting capability according to the prevailing wire-
less network conditions, specifically, ES/NI for the wireless
channels.4 This end-to-end approach avoids the system com-
plexities associated with transcoding in edge proxies located
at the boundaries between the wired and wireless networks
as treated in [2], for example. However, we will see that this
reduction in complexity is at the expense of a considerable
performance penalty.

4.1. Packet-level FEC scheme for wired IP networks

Packet loss is inevitable even in wired IP networks, and can
substantially degrade reconstructed video quality which is
annoying for users. Thus, it is desirable that a video stream
be robust to packet loss. Regarding the tight delay con-
straints for real-time video applications, FEC should be ap-
plied to achieve error recovery when packet losses occur. For
a wired IP network, packet loss is caused primarily by con-
gestion, and channel coding is typically used at the packet-
level [20, 21] to recover from such losses. Specifically, a video
stream is first chopped into segments each of which is pack-
etized into k packets, and then for each segment, a block
code is applied to the k packets to generate an n-packet
block, where n > k. To perfectly recover a segment, a user
only needs to receive any k packets in the n-packet block. To
avoid additional congestion problems due to channel-coding
overheads, a JSCC approach to optimize the rate allocation
between source and channel coding is necessary. One such
approach employing interlaced RS coding with packet-loss-
recovery capability has been described in [22].

In this paper, we will apply a form of concatenated
FEC coding employing interlaced RS codes as illustrated in
Figure 6, where FEC codes are applied across IP packets.
Specifically, each packet is partitioned into successive m-bit
symbols to form an encoding array, and individual symbols
are aligned vertically to form RS codewords of block length
n over GF(2m). As illustrated in Figure 6, each IP packet con-
sists of w successive rows of m-bit symbols, then, the decoded
packet-loss probabilities can be readily determined assuming
erasure-only decoding.

4.2. Packetization for the interlaced RS
coded video data

To quantitatively compare the performance between a coded
system and an uncoded system, we have to maintain the same
packet-generation rate. Specifically, for the QCIF video stud-
ied in this paper, in the uncoded system, each GOB is pack-
etized into a single packet, resulting in 9 packets per video
frame. For the coded system, network packets are obtained
by concatenating successive rows of the encoding array illus-
trated in Figure 6. We maintain identical packet rate in the
coded system as in the uncoded system. Specifically, with the
use of RS(63, k) codes, this results in packing 7 (i.e., w = 7
in Figure 6) coded symbols from the same RS codeword into
the same packet together with other RS coded symbols from

4The RCPC rates should also depend on the Rician channel parameter
ζ2 which for purposes of this work we will assume is fixed and known.
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Figure 6: Illustration of interlaced RS codes.

the same video frame. As a result, both systems will generate
9 packets per frame.

4.3. Packet-loss correction using RS codes

Consider an RS(n, k) code over GF(2m) applied in an inter-
laced fashion across the IP packets as described above and
illustrated in Figure 6. Here, k symbols of m bits each are en-
coded into n m-bit symbols with d the minimum distance of
the RS code given by

d = n− k + 1. (1)

For the proposed concatenated FEC scheme, it is possi-
ble that there are residual bit errors that cannot be corrected
through the use of the inner RCPC codes. These residual bit
errors may degrade the erasure-correction capability of the
RS codes employing erasure decoding which attempts to cor-
rect the packet-loss-induced symbol erasures over the wired
IP network. However, the probability of symbol errors for
the RS coded symbols resulting from such residual bit er-
rors will be very small compared to the symbol-erasure rate
with appropriate choices of inner RCPC codes which main-
tain the residual bit-error rate low. For example, consider-
ing an RS(63, k) code with a symbol size of 6 bits, a resid-
ual bit-error rate of 10−5 will result in a symbol-error rate
of 6× 10−5 which will have a negligible effect on the erasure
correcting performance of the RS codes in a system where
packet-loss-induced erasures are dominant. So, in this paper
we assume the use of erasure-only decoding of RS codes with
full erasure-correcting capability.

For an RS code with erasure decoding, e ≤ d − 1 era-
sures can be corrected. Consider that w m-bit symbols from
an RS codeword are packed into the same packet. A packet
loss under this packetization scheme will result in w erasures
for the corresponding RS coded symbols. Assume the symbol
erasures are independent. For the coded system, the resulting
packet-loss rate for the above specified packetization scheme
then becomes

PL =
9∑

i=W

(
9
i

)
λi(1− λ)9−i, (2)

where λ is the corresponding uncoded packet-loss rate, and
W is the maximum number of allowable packet losses that
can be recovered through the use of RS codes, and is given by

W = �e/w�. (3)

It should be noted that a lost packet in the uncoded sys-
tem as described above will result in a loss of 1 GOB. How-
ever, for the coded system, if there is a packet loss that cannot
be recovered through the erasure-correcting capability of the
corresponding RS codes, the whole frame, that is 9 GOBs,
will be affected due to the interlaced RS coding scheme. In
such a situation, PER, as will be described in Section 4.4, will
be applied to conceal the errors.

4.4. Channel-induced loss models

In the previous section, we have shown the advantage of a
transparent transport layer for video transmission over noisy
wireless channels. In what follows, we will again assume that
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Figure 7: Performance of RTP-H.263+ packet video over wired IP
networks using RS coding alone.

the transport layer is transparent to the application layer, that
is, a packet with errors in the payload is not simply discarded
in the transport layer. Instead, the application layer should
be able to access the received data although such data may
have one or more bit errors. It is the responsibility of the ap-
plication layer to deal with the possible residual bit errors as
described previously in Section 3.1.

4.5. JSCC approach

As has been demonstrated in the previous section, in order
to protect against the channel impairments, some form of
FEC coding must be employed. Since an arbitrarily chosen
FEC design can lead to a prohibitive amount of overhead for
highly time-varying error conditions over wireless channels,
a JSCC approach for image or video transmission is neces-
sary. The objective of JSCC is to jointly select the source and
channel coding rates to optimize the overall performance due
to both source coding loss and channel-error effects subject
to a constraint on the overall transmission bit rate budget.

In [9, 10], it was shown that much of the computational
complexity involved in solving this optimal rate allocation
problem may be avoided through the use of universal dis-
tortion rate characteristics. Given a family of universal dis-
tortion rate characteristics for a specified source coder, to-
gether with appropriate bounds on bit-error probability Pb
for a particular modulation/coding scheme as a function of
channel parameters, the corresponding optimal distortion
rate characteristics for a video sequence can be determined
through the following procedure: for a specified channel
SNR, ES/NI , we can find the associated Pb through the corre-
sponding bit-error probability bounds for a selected mod-
ulation/coding scheme as discussed earlier. Then, for each
choice of source coding rate Rs of interest, use the resulting
Pb to find the corresponding overall PSNR from the universal
distortion rate characteristics. This procedure is described in
more detail in [9, 10].

40

39

38

37

36

35

34

33

32

31

30

P
SN

R
(d

B
)

45 40 35 30 25 20 15 10 5
ES/NI (dB)

No RCPC codes

JSCC
Rs

Rc = 8/11

Rc = 8/13

Rc = 8/15

Rc = 8/17

Rc = 8/19

Figure 8: Performance of H.263+ coded video delivery over a wire-
less Rician fading channel with ζ2 = 7 dB using JSCC approach with
RCPC coding only and employing perfect CSI. Performance results
for a set of fixed channel coding rate schemes are also shown.

4.6. Selected simulation results

We first consider the case where no channel error is intro-
duced over the wireless links; that is, only the packet loss over
the wired network will degrade the video quality. Figure 7
demonstrates the performance using a family of RS(63, k)
codes5 with JSCC for RTP-H.263+ packet video over wired
IP networks experiencing random packet loss. Here we illus-
trate PSNR results as a function of packet-loss rate λ for dif-
ferent values of source coding rate with the RS codes chosen
to achieve the overall bit rate budget Rtot = 128 Kbps. In par-
ticular, the smaller values of Rs allow the use of more power-
ful low-rate RS codes resulting in improved performance for
larger packet-loss rate. On the other hand, for small packet-
loss rate performance, improvements can be obtained using
larger values of Rs together with less powerful high-rate RS
codes. The optimum JSCC procedure selects the convex hull
of all such operating points as illustrated schematically in
Figure 7. Clearly, compared to the system without using RS
coding where video quality is substantially degraded with in-
creasing packet-loss rate, the JSCC approach with RS coding
provides an effective means to maintain the video quality as
network-induced packet-loss rate increases.

Consider another case where now bit errors over the
wireless links instead of packet loss over the wired network
are dominant, and a JSCC approach using RCPC codes is em-
ployed. The results are illustrated in Figure 8 where we now
plot PSNR versus ES/NI .6 Again, as can be observed, the JSCC
approach with RCPC coding alone clearly demonstrates sig-
nificant performance improvements over either the uncoded
case or the case where the channel coding rate is fixed at

5RS(63, k) codes are used throughout the remainder of this paper.
6Observe the decreasing values of ES/NI used in plotting Figure 8.



Video Coding and Transmission on IP Networks Using an Edge Proxy 261

39

38

37

36

35

34

33

32

P
SN

R
(d

B
)

50 45 40 35 30 25 20 15 10 5
ES/NI (dB)

λ = 0

λ = 1%

λ = 2%

λ = 5%

λ

No RCPC

JSCC

Rician channel
ζ2 = 7 dB
RCPC codes with perfect CSI
Rc = 1/4, M = 10, P = 8

Figure 9: Performance of H.263+ coded video delivery over het-
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an arbitrarily chosen value.7 The use of JSCC can provide a
more graceful pattern of quality degradation by keeping the
video quality at an acceptable level for a much wider range of
ES/NI . This is achieved by jointly selecting the channel and
source coding rates based on the prevailing channel condi-
tions, here represented by ES/NI .

In more general cases, packet loss due to congestion in
the wired network and bit errors due to fading effects on
the wireless networks coexist. We propose to jointly select
the source coding rate, the RS coding rate, and the RCPC
coding rate such that optimal end-to-end performance can
be achieved with this concatenated coding scheme. Here,
we demonstrate PSNR results for reconstructed video as a
function of the wireless channel ES/NI for a set of packet-
loss rates over the wired IP network with the RS codes and
RCPC codes chosen to achieve the overall bit rate budget
Rtot = Rs/(RRCPC

c · RRS
c ) = 128 Kbps [3]. In Figure 9, for

a given packet-loss rate λ in the wired network, the opti-
mal performance obtainable is demonstrated under the con-
straint of a fixed wireless transmission rate. It is clear that the
RS coding rate has to be adaptively selected with the variation
in the corresponding packet-loss rate. Meanwhile, the RCPC
coding has to adapt to the change in the wireless link con-
ditions, ES/NI in this case. Clearly, as shown by the dashed
lines in Figure 9, for the system employing only adaptive RS
codes selected according to the packet-loss rate on the wired
network but no RCPC codes on the wireless network, video
quality is substantially degraded with increasing bit errors as
ES/NI decreases. In contrast, the JSCC approach with con-
catenated RS and RCPC coding provides an effective means

7For example, the arbitrary choice of Rc = 1/2 illustrated in Figure 4
would fall between the curves labelled Rc = 8/15 and Rc = 8/17 in Figure 8.

InternetWireless LAN
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Figure 10: An end-to-end approach using an edge proxy.

to maintain the video quality as network-induced packet-loss
and/or bit-error rate increase.

5. PACKET VIDEO OVER WIRED-TO-WIRELESS
IP NETWORK USING AN EDGE PROXY

In the previous section, we investigated a JSCC approach
used with a concatenated FEC coding scheme employing in-
terlaced RS block codes and RCPC codes to actively protect
the video data from different channel-induced impairments
over tandem wired and wireless networks. However, this ap-
proach is not optimal since, as noted previously, the coding
overhead required on the wired link must also be carried on
the wireless link.

As an alternative to the concatenated approach, we
present an end-to-end solution with the use of an edge proxy
operating at the boundary of the two networks as demon-
strated in Figure 10. This end-to-end solution employs the
edge proxy to enable the use of distinctly different error-
control schemes on the wired and wireless networks. Specif-
ically, we employ the interlaced RS codes alone on the wired
network and the RCPC codes alone on the wireless network
to provide error-resilient video service over tandem wired-
to-wireless IP networks. As a result, under the constraint of
a total bitrate budget Rtot, the effective video data through-
put is given as Rs = min{Rtot · RRS

c ,Rtot · RRCPC
c }, where

RRS
c and RRCPC

c are the channel coding rates for the RS and
RCPC codes, respectively. In contrast, without the use of an
edge proxy, these two codes have to work as a concatenated
FEC scheme as described in the preceding section in order to
provide sufficient protection against both congestion-caused
packet loss in the wired network and fading-caused bit errors
in the wireless network. The corresponding effective video
data throughput in this case is then Rs = Rtot · RRS

c · RRCPC
c

and, because of the need to carry both overheads on both
networks, this causes a serious reduction in achievable video
quality. It is clear then that the reconstructed video quality
can be improved through the use of an edge proxy. We will
quantitatively investigate the resulting improvement for in-
teractive video coding and transmission in what follows.
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5.1. Edge proxy

To accommodate the differential error-control schemes as
well as differential transport protocols for packet video over
wired and wireless networks, appropriate middleware has to
be employed to operate between the wired and wireless net-
work to support the application layer solutions for video ap-
plications. Thus, we define an edge proxy here to accom-
plish these functionalities. The edge proxy should be imple-
mented as part of a mobile support station. Furthermore,
it should be application-specific; in our case it is video-
oriented.

The use of edge proxies at the boundaries of dissimilar
networks for a variety of functions have been used extensively
in the networking community [23]. The uniqueness of the
approach proposed here using edge proxies at the boundary
between wired and wireless networks for video transport ap-
plications lies in its specific functionalities as defined above.
Specifically, it serves as an agent to enable and implement

(1) selective packet relay,
(2) error-control transcoding,
(3) JSCC control,
(4) interoperation between different possible transport

protocols for the wired and wireless network.

For the interactive applications we consider here, there
exists two-way traffic including wired-to-wireless as well as
wireless-to-wired. We assume that RS codes are employed to
combat packet loss due to congestion in a wired network, and
RCPC codes are used on the wireless network to combat bit
errors. It is necessary for the edge proxy to do error-control
transcoding if such a scheme is used.

Furthermore, the edge proxy should support the JSCC
control scheme to adaptively adjust the source and chan-
nel coding rates. To avoid computation and time-expensive
video transcoding in the edge proxy, an end-to-end adaptive
coding control strategy is suggested here. The channel con-
ditions including those for both the wired and wireless net-
works are collected in the edge proxy, and based on the pre-
vailing channel conditions, video coding rates are adjusted
accordingly using JSCC. For the wired network, the major
channel condition parameter is the packet-loss rate, while for
the wireless network, channel SNR as well as the fading pa-
rameters are used.

The edge proxy is also responsible for the interoperation
between different possible transport protocols for the wired
and wireless network. For a wireless network, the error-
control scheme is implemented in the application layer, and
erroneous packets should be delivered to the end user. How-
ever, for conventional wired networks, such as existing IP
networks, no error is allowed. In this case, to achieve interop-
eration, the edge proxy has to repacketize the packet accord-
ing to the appropriate transport protocol before relaying the
packet in either direction.

5.2. Selected simulation results

Now we consider the system with the use of an edge proxy
between the wired and wireless IP networks, such that error-
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Figure 11: Performance of H.263+ coded video delivery over het-
erogeneous wired-to-wireless IP networks using JSCC with an edge
proxy.
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Figure 12: Relative performance improvement with and without
the use of an edge proxy.

control transcoding can be done between the two heteroge-
neous networks each supporting different error-control ap-
proaches as described previously. With the use of an edge
proxy, the corresponding optimal performance obtainable is
demonstrated in Figure 11 under the constraint of the same
fixed wireless transmission rate of 128 Kbps.

For comparison, we also present in Figure 12 the results
for the systems with or without the use of an edge proxy
under the same transmission rate limit, which have been
shown previously in Figures 11 and 9, respectively. It clearly
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demonstrates the substantial improvement using an edge
proxy. For example, in the case that packet-loss rate over
the wired IP network is λ = 5%, there is a gain of over
6 dB in wireless channel ES/NI for a specified video quality
of PSNR = 34 dB. This improvement is primarily due to
the increase of effective video data throughput due to the
error-control transcoding in the edge proxy. As a result, to
meet the same error protection requirement for both wired
and wireless network conditions, a larger effective video data
throughput can be achieved through the use of an edge proxy
compared to the case without an edge proxy.

6. SUMMARY AND CONCLUSIONS

We quantitatively demonstrate the requirements for differ-
ent transport-layer schemes for packet video over wireless
networks from the requirements for conventional wired net-
works. Then we described the possible end-to-end solutions
with and without an edge proxy operating between the wired
and wireless network for packetized H.263+ video over het-
erogeneous wired-to-wireless IP networks. A JSCC approach
employing RS block codes and RCPC codes is studied for
the two proposed architectures. The results quantitatively
demonstrate the requirement for a joint design approach to
address the special needs of error recovery for packet video
over the wireless and wired network for acceptable end-to-
end quality while exhibiting a graceful pattern of quality
degradation in the face of dynamically changing network
conditions. Furthermore, the results clearly demonstrate the
advantage of using an edge proxy with clearly defined func-
tionalities in heterogeneous wired-to-wireless IP networks
for improved video quality.
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The rapid and unprecedented increase in the heterogeneity of multimedia networks and devices emphasizes the need for scalable
and adaptive video solutions for both coding and transmission purposes. However, in general, there is an inherent trade-off
between the level of scalability and the quality of scalable video streams. In other words, the higher the bandwidth variation,
the lower the overall video quality of the scalable stream that is needed to support the desired bandwidth range. In this paper,
we introduce the notion of wireless video transcaling (TS), which is a generalization of (nonscalable) transcoding. With TS, a
scalable video stream, that covers a given bandwidth range, is mapped into one or more scalable video streams covering different
bandwidth ranges. Our proposed TS framework exploits the fact that the level of heterogeneity changes at different points of the
video distribution tree over wireless and mobile Internet networks. This provides the opportunity to improve the video quality
by performing the appropriate TS process. We argue that an Internet/wireless network gateway represents a good candidate for
performing TS. Moreover, we describe hierarchical TS (HTS), which provides a “transcaler” with the option of choosing among
different levels of TS processes with different complexities. We illustrate the benefits of TS by considering the recently developed
MPEG-4 fine granularity scalability (FGS) video coding. Extensive simulation results of video TS over bit rate ranges supported
by emerging wireless LANs are presented.

Keywords and phrases: transcoding, FGS, scalable, video, transcaling, streaming.

1. INTRODUCTION

The level of heterogeneity in multimedia communications
has been influenced significantly by new wireless LANs and
mobile networks. In addition to supporting traditional web
applications, these networks are emerging as important In-
ternet video access systems. Meanwhile, both the Internet
[1, 2, 3] and wireless networks are evolving to higher bit
rate platforms with even larger amount of possible variations
in bandwidth and other quality of services (QoS) param-
eters. For example, IEEE 802.11a and HiperLAN2 wireless
LANs are supporting (physical layer) bit rates from 6 Mbps
to 54 Mbps (see, e.g., [4, 5]). Within each of the supported
bit rates, there are further variations in bandwidth due to the
shared nature of the network and the heterogeneity of the
devices and the quality of their physical connections. More-
over, wireless LANs are expected to provide higher bit rates
than mobile networks (including third generation) [6]. In

the meantime, it is expected that current wireless and mo-
bile access networks (e.g., 2G and 2.5G mobile systems and
sub-2 Mbps wireless LANs) will coexist with new generation
systems for sometime to come. All of these developments in-
dicate that the level of heterogeneity and the corresponding
variation in available bandwidth could be increasing signif-
icantly as the Internet and wireless networks converge more
and more into the future. In particular, if we consider the
different wireless/mobile networks as a large multimedia het-
erogeneous access system for the Internet, we can appreciate
the potential challenge in addressing the bandwidth variation
over this system.

Many scalable video compression methods have been
proposed and used extensively in addressing the bandwidth
variation and heterogeneity aspects of the Internet and wire-
less networks (e.g., [7, 8, 9, 10, 11, 12, 13, 14, 15, 16]).
Examples of these include receiver-driven multicast mul-
tilayer coding, MPEG-4 fine granularity scalability (FGS)
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compression, and H.263-based scalable methods. These and
other similar approaches usually generate a base layer (BL)
and one or more enhancement layers (ELs) to cover the de-
sired bandwidth range. Consequently, these approaches can
be used for multimedia unicast and multicast services over
wireless Internet networks.

In general, the wider the bandwidth range1 that needs to
be covered by a scalable video stream, the lower the over-
all video quality is2 [13]. With the aforementioned increase
in heterogeneity over emerging wireless multimedia Inter-
net protocol (IP) networks, there is a need for scalable video
coding and distribution solutions that maintain good video
quality while addressing the high level of anticipated band-
width variation over these networks. One trivial solution is
the generation of multiple streams that cover different band-
width ranges. For example, a content provider, which is cov-
ering a major event, can generate one stream that covers 100–
500 kbps, another that covers 500–1000 kbps and yet another
stream to cover 1000–2000 kbps and so on. Although this
solution may be viable under certain conditions, it is de-
sirable from a content provider perspective to generate the
fewest number of streams that covers the widest possible
audience. Moreover, multicasting multiple scalable streams
(each of which consists of multiple multicast sessions) is in-
efficient in terms of bandwidth utilization over the wired
segment of the wireless IP network. (In the above example,
a total bit rate of 3500 kbps is needed over a link transmit-
ting the three streams, while only 2000 kbps of bandwidth is
needed by a scalable stream that covers the same bandwidth
range.)

In this paper, we propose a new approach for address-
ing the bandwidth variation issue over emerging wireless and
mobile multimedia IP networks. We refer to this approach as
transcaling (TS) since it represents a generalization of video
transcoding. Video transcoding implies the mapping of a
nonscalable video stream into another nonscalable stream
coded at a bit rate lower than the first stream bit rate. With
TS, one or more scalable streams covering different band-
width ranges are derived from another scalable stream. While
transcoding always degrades the video quality of the already-
coded (nonscalable) video, a transcaled video could have a
significantly better quality than the (original) scalable video
stream prior to the TS operation. This represents a key dif-
ference between (nonscalable) transcoding and the proposed
TS framework. TS can be supported at gateways between the
wired Internet and wireless/mobile access networks (e.g., at
a proxy server adjunct to an access point (AP) of a wireless
LAN). We believe that this approach provides an efficient
method for delivering good quality video over the high-bit
rate wireless LANs while maintaining efficient utilization of

1A more formal definition of “bandwidth range” will be introduced later
in the paper.

2This is particularly true for the scalable schemes that fall under the cat-
egory of signal-to-noise ratio (SNR) scalability methods. These include the
MPEG-2 and MPEG-4 SNR scalability methods, and the newly developed
MPEG-4 FGS method.

the overall (wired/wireless) distribution network bandwidth.
Therefore, different gateways of different wireless LANs and
mobile networks can perform the desired TS operations that
are suitable for their own local domains and the devices at-
tached to them. This way, users of new higher-bandwidth
LANs do not have to sacrifice in video quality due to coex-
isting with legacy wireless LANs or other low bit rate mobile
networks. Similarly, powerful clients (e.g., laptops and PCs)
can still receive high-quality video even if there are other
low-bit-rate low-power devices that are being served by the
same wireless/mobile network. Moreover, when combined
with embedded video coding schemes and the basic tools of
receiver-driven multicast, TS provides an efficient framework
for video multicast over the wireless Internet.

In addition to introducing the notion of TS and describ-
ing how it can be used for unicast and multicast video ser-
vices over wireless IP networks, we illustrate the level of qual-
ity improvement that TS can provide by presenting several
video simulation results for a variety of TS cases. The remain-
der of the paper is organized as follows. Section 2 describes
the wireless video TS framework with some focus on IP
multicast applications. This section also highlights some of
the key attributes and basic definitions of TS-based wireless
systems and how they differ from traditional transcoding-
based platforms. Section 3 describes hierarchical TS (HTS),
which is a framework that enables transcalers to trade off
video quality with complexity. HTS is described using a con-
crete example that is based on the MPEG-4 FGS video cod-
ing method. Then, two classes of TS are considered: full
and partial. Section 4 described full TS for wireless LANs.
Section 4 also shows simulation results of applying FTS on
FGS streams and the level of video quality improvement
one can gain by utilizing this approach. Section 5 comple-
ments Section 4 by describing partial TS and presenting re-
sults for performing PTS on the FGS temporal (FGST) cod-
ing method. Section 6 concludes the paper with a summary.

2. TRANSCALING-BASED MULTICAST (TSM) FOR
VIDEO OVER THE WIRELESS INTERNET

A simple case of our proposed TS approach can be de-
scribed within the context of receiver-driven layered multi-
cast (RLM). Therefore, first, we briefly outline some of the
basic characteristics of the RLM framework in order to high-
light how this framework can be extended to our wireless
video TS-based solution. Then, we describe some general fea-
tures of a TS-based wireless Internet system.

RLM of video is based on generating a layered coded
video bitstream that consists of multiple streams. The min-
imum quality stream is known as BL and the other streams
are ELs [17]. These multiple video streams are mapped into
a corresponding number of “multicast sessions.” A receiver
can subscribe to one (the BL stream) or more (BL plus one
or more ELs) of these multicast sessions depending on the
receiver’s access bandwidth to the Internet. Receivers can
subscribe to more multicast sessions or “unsubscribe” to
some of the sessions in response to changes in the available
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Figure 1: A simplified view of a wireless video TS platform within an RLM architecture.

bandwidth over time. The “subscribe” and “unsubscribe” re-
quests generated by the receivers are forwarded upstream
toward the multicast server by the different IP multicast-
enabled routers between the receivers and the server. This ap-
proach results in an efficient distribution of video by utilizing
minimal bandwidth resources over the multicast tree. The
overall RLM framework can also be used for wireless IP de-
vices that are capable of decoding the scalable content trans-
mitted by an IP multicast server. The left picture of Figure 1
shows a simple example of an RLM-based system.

Similar to RLM, TS-based multicast (TSM) is driven by
the receivers’ available bandwidth and their corresponding
requests for viewing scalable video content. However, there is
a fundamental difference between the proposed TSM frame-
work and traditional RLM. Under TSM, an edge router3

with a TS capability (or a “transcaler”) derives new scalable
streams from the original stream. A derived scalable stream
could have a BL and/or EL(s) that are different from the BL
and/or ELs of the original scalable stream. The objective of
the TS process is to improve the overall video quality by
taking advantage of reduced uncertainties in the bandwidth
variation at the edge nodes of the multicast tree.

For a wireless Internet multimedia service, an ideal lo-
cation where TS can take place is at a gateway between the
wired Internet and the wireless segment of the end-to-end
network. The right picture of Figure 1 shows an example of
a TSM system where a gateway node receives a layered video
stream4 with a BL bit rate Rmin in. The bit rate range covered
by this layered set of streams is Rrange in = [Rmin in,Rmax in].

3The transcaling process does not necessarily take place in the edge
router itself but rather in a proxy server (or a gateway) that is adjunct to
the router.

4Here, a layered or “scalable” stream consists of multiple substreams.

The gateway transcales the input layered stream Sin into an-
other scalable stream S1. This new stream serves, for example,
relatively high-bandwidth devices (e.g., laptops or PCs) over
the wireless LAN. As shown in the figure, the new stream S1

has a BL with a bit rate Rmin 1 which is higher than the orig-
inal BL bit rate: Rmin 1 > Rmin in. Consequently, in this ex-
ample, the transcaler requires at least one additional piece of
information, and that is the minimum bit rate Rmin 1 needed
to generate the new scalable video stream. This information
can be determined, based on analyzing the wireless links of
the different devices connected to the network.5 By inter-
acting with the access point, the gateway server can deter-
mine the bandwidth range needed for serving its devices.
As illustrated by our simulations, this approach could im-
prove the video quality delivered to higher-bit rate devices
significantly.

2.1. Attributes of wireless video-transcaling-based
systems

Here, we highlight the following attributes of the proposed
wireless video TS framework.

(1) Supporting TS at edge nodes (wireless LANs’ and mo-
bile networks’ gateways) preserves the ability of the lo-
cal networks to serve low-bandwidth low-power de-
vices (e.g., handheld devices). This is illustrated in
Figure 1. In this example, in addition to generating
the scalable stream S1 (which has a BL bit rate that is

5Determining the particular bit rate range over an underlying (wireless
or wired) network is an important aspect of any adaptive multimedia solu-
tion, including TS. However, this aspect, which could include a variety of
important topics and techniques such as congestion control, bandwidth es-
timation, and cross-layer communication and design, is beyond the scope of
this paper.
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higher than the bit rate of the input BL stream), the
transcaler delivers the original BL stream to the low-
bit rate devices.

(2) The TSM system (described above) falls under the um-
brella of active networks6 where, in this case, the tran-
scaler provides network-based added value services
[18]. Therefore, TSM can be viewed as a generalization
of some recent work on active based networks with
(nonscalable) video transcoding capabilities of MPEG
streams.

(3) A wireless video transcaler can always fall back to using
the original (lower-quality) scalable video. This “fall-
back” feature represents a key attribute of TS that dis-
tinguishes it from nonscalable transcoding. The fall-
back feature could be needed, for example, when the
Internet wireless gateway (or whoever the transcaler
happens to be) does not have enough processing power
for performing the desired TS process(es). Therefore,
and unlike (nonscalable) transcoding-based services,
TS provides a scalable framework for delivering higher
quality video. A more graceful TS framework (in terms
of computational complexity) is also feasible as will be
explained later in this paper.

(4) Although we have focused on describing our proposed
wireless video TS approach in the context of mul-
ticast services, on-demand unicast applications can
also take advantage of TS. For example, a wireless
or mobile gateway may perform TS on a popular
video clip that is anticipated to be viewed by many
users on-demand. In this case, the gateway server
has a better idea on the bandwidth variation that
it (i.e., the server) has experienced in the past, and
consequently, it generates the desired scalable stream
through TS. This scalable stream can be stored locally
for later viewing by the different devices served by the
gateway.

(5) As illustrated by our simulation results, TS has its own
limitations in improving the video quality over the
whole desired bandwidth range. Nevertheless, the im-
provements that TS provides are significant enough to
justify its merit over a subset of the desired bandwidth
range. This aspect of TS will be explained further later
in the paper.

(6) TS can be applied to any form of scalable streams (i.e.,
SNR, temporal, and/or spatial). In this paper, we will
show examples of TS operations that are applied to
SNR-scalable and hybrid SNR-temporal streams over
bit rates that are applicable to new wireless LANs (e.g.,
802.11). The level of improvement in video quality for
both cases is also presented.

Before proceeding, it is important to introduce some basic
definitions of TS. Here, we define two types of TS processes:
down TS (DTS) and up TS (UTS).

6We should emphasize here that the area of active networks covers many
aspects, and “added value services” is just one of these aspects.

Rmax inRmin in

Bit rate
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Figure 2: The distinction between DTS and UTS.
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Figure 3: An example illustrating the different TS categories.

Let the original (input) scalable stream Sin of a transcaler
covers a bandwidth range

Rrange in =
[
Rmin in,Rmax in

]
. (1)

And let a transcaled stream has a range

Rrange out =
[
Rmin out,Rmax out

]
. (2)

Then, DTS occurs when Rmin out < Rmin in, while UTS occurs
when Rmin in < Rmin out < Rmax in. The distinction between
DTS and UTS is illustrated in Figure 2. DTS resembles tradi-
tional nonscalable transcoding in the sense that the bit rate
of the output BL is lower than the bit rate of the input BL.
Many researchers have studied this type of down conversion
in the past.7 However, up conversion has not received much
attention (if any). Therefore, in the remainder of this paper,
we will focus on UTS. (Unless otherwise mentioned, we will
use UTS and TS interchangeably.)

Another important classification of TS is the distinction
between FTS and PTS (see Figure 3). Our definition of FTS
implies two things: (a) all of the input stream data (BL stream
and EL stream) is used to perform the TS operation; and (b)
all pictures of both BL and EL have been modified by TS.
PTS is achieved if either of these two criteria is not met. Con-
sequently, PTS provides a lower-complexity TS option that
enables transcalers to trade off quality for complexity. Exam-
ples of both PTS and are covered in this paper.

7We should emphasize here, however, that we are not aware of any pre-
vious efforts of down converting a scalable stream into another scalable
stream.
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3. HIERARCHICAL TRANSCALING FOR
THE WIRELESS INTERNET

After the above introduction to TS, its general features, po-
tential benefits, and basic definitions, we now describe HTS
for the wireless Internet. In order to provide a concrete exam-
ple of HTS, we describe it in the context of the MPEG-4 FGS
scalable video coding method. Hence, we start Section 3.1
with a very brief introduction to MPEG-4 FGS and its coding
tools that have been developed in support of video streaming
applications over the Internet and wireless networks.

3.1. The MPEG-4 FGS video coding method8

In order to meet the bandwidth variation requirements of the
Internet and wireless networks, FGS encoding is designed to
cover any desired bandwidth range while maintaining a very
simple scalability structure [13]. As shown in Figure 4, the
FGS structure consists of only two layers: a BL coded at a bit
rate Rb and a single EL coded using a fine grained (or totally
embedded) scheme to a maximum bit rate of Re.

This structure provides a very efficient, yet simple, level
of abstraction between the encoding and streaming pro-
cesses. The encoder only needs to know the range of band-
width [Rmin = Rb,Rmax = Re] over which it has to code
the content, and it does not need to be aware of the par-
ticular bit rate the content will be streamed at. The stream-
ing server on the other hand has a total flexibility in send-
ing any desired portion of any EL frame (in parallel with the
corresponding BL picture), without the need for performing
complicated real-time rate control algorithms. This enables
the server to handle a very large number of unicast stream-
ing sessions and to adapt to their bandwidth variations in
real time. On the receiver side, the FGS framework adds a
small amount of complexity and memory requirements to
any standard motion-compensation-based video decoder. As
shown in Figure 4, the MPEG-4 FGS framework employs two
encoders: one for the BL and the other for the EL. The BL is
coded with the MPEG-4 motion compensation DCT-based
video encoding method (nonscalable). The EL is coded us-
ing bit-plane-based embedded DCT coding.

FGS also supports temporal scalability (FGST) that al-
lows for trade-offs between SNR and motion-smoothness
at transmission time. Moreover, the FGS and FGST frames
can be distributed using a single bitstream or two separate
streams depending on the needs of the applications. Below,
we will assume that MPEG-4 FGS/FGST video is transmitted
using three separate streams: one for the BL, one for the SNR
FGS frames, and the third one for the FGST frames.

For receiver-driven multicast applications (Figure 5),
FGS provides a flexible framework for the encoding, stream-
ing, and decoding processes. Identical to the unicast case, the
encoder compresses the content using any desired range of

8This brief subsection is mainly provided to make the paper self-
contained. Readers who are familiar with the FGS framework can skip this
subsection without affecting their understanding of the remainder of the pa-
per.

bandwidth [Rmin = Rb,Rmax = Re]. Therefore, the same
compressed streams can be used for both unicast and mul-
ticast applications. At time of transmission, the multicast
server partitions the FGS EL into any preferred number of
“multicast channels” each of which can occupy any desired
portion of the total bandwidth. At the decoder side, the re-
ceiver can “subscribe” to the “BL channel” and to any num-
ber of FGS EL channels that the receiver is capable of access-
ing (depending, e.g., on the receiver access bandwidth). It is
important to note that regardless of the number of FGS EL
channels that the receiver subscribes to, the decoder has to
decode only a single EL.

The above advantages of the FGS framework are achieved
while maintaining good coding efficiency results. However,
similar to other scalable coding schemes, FGS’s overall per-
formance can degrade as the bandwidth range that an FGS
stream covers increases.

3.2. Hierarchical transcaling of MPEG-4 FGS
video streams

Examples of TS an MPEG-4 FGS stream are illustrated in
Figure 6. Under the first example, the input FGS stream Sin

is transcaled into another scalable stream S1. In this case, the
BLin of Sin (with bit rate Rmin in) and a certain portion of the
ELin are used to generate a new base layer, BL1. If Re1 repre-
sents the bit rate of the ELin used to generate the new BL1,
then this new BL’s bit rate Rmin 1 satisfies the following:

Rmin in < Rmin 1 < Rmin in + Re1. (3)

Consequently, and based on the definition we adopted
earlier for UTS and DTS, this example represents a UTS sce-
nario. Furthermore, in this case, both the BL and EL of the
input stream Sin has been modified. Consequently, this repre-
sents a FTS scenario. FTS can be implemented using cascaded
decoder-encoder systems (as we will show in the simulation
results section). This, in general could provide high-quality
improvements at the expense of computational complexity
at the gateway server.9

The residual signal between the original stream Sin and
the new BL1 stream is coded using FGS EL compression.
Therefore, this is an example of TS an FGS stream with a bit
rate range Rrange in = [Rmin in,Rmax in] to another FGS stream
with a bit rate range Rrange 1 = [Rmin 1,Rmax 1]. It is impor-
tant to note that the maximum bit rate Rmax 1 can be (and
should be) selected to be smaller than the original maximum
bit rate10 Rmax in:

Rmax 1 < Rmax in. (4)

9To reduce the complexity of FTS, one can reuse the motion vectors of
the original FGS stream Sin. Reusing the same motion vectors, however, may
not provide the best quality as has been shown in previous results for non-
scalable TS.

10It is feasible that the actual maximum bit rate of the transcaled stream S1

is higher than the maximum bit rate of the original input stream Sin. How-
ever, and as expected, this increase in bit rate does not provide any quality
improvements as we will see in the simulation results. Consequently, it is
important to truncate a transcaled stream at a bit rate Rmax 1 < Rmax in.
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As we will see in the simulation section, the quality of the
new stream S1 at Rmax 1 could still be higher than the qual-
ity of the original stream Sin at a higher bit rate R
 Rmax 1.
Consequently, TS could enable a device which has a band-

width R
 Rmax 1 to receive a better (or at least similar) qual-
ity video while saving some bandwidth. (This access band-
width can be used, e.g., for other auxiliary or non-real-time
applications.)
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Figure 6: Examples of HTS of the MPEG-4 FGS scalability structure with an FTS option.

As mentioned above, under FTS, all pictures of both the
BL and EL of the original FGS stream S1 have been modified.
Although the original motion vectors can be reused here, this
process may be computationally complex for some gateway
servers. In this case, the gateway can always fall back to the
original FGS stream, and consequently, this provides some
level of computational scalability.

Furthermore, FGS provides another option for TS. Here,
the gateway server can transcales the EL only. This is achieved
by (a) decoding a portion of the EL of one picture, and (b)
using that decoded portion to predict the next picture of the
EL, and so on. Therefore, in this case, the BL of the original
FGS stream Sin is not modified and the computational com-
plexity is reduced compared to FTS of the whole FGS stream
(i.e., both BL and EL). Similar to the previous case, the mo-
tion vectors from the BL can be reused here for prediction
within the EL to reduce the computational complexity sig-
nificantly.

Figure 6 shows the three options described above for sup-
porting HTS of FGS (SNR only) streams: FTS, PTS, and the
fallback (no TS) option. Depending on the processing power
available to the gateway, the system can select one of these
options. The TS process with the higher complexity provides
bigger improvements in video quality.

It is important to note that within each of the above TS
options, one can identify further alternatives to achieve more
graceful TS in terms computational complexity. For exam-
ple, under each option, one may perform the desired TS on a
fewer number of frames. This represents some form of tem-
poral TS. Examples of this type of temporal TS and corre-
sponding simulation results for wireless LANs bit rates are
described in Section 5. Before proceeding, we show simula-
tion results for FTS in the following section.

4. FULL TRANSCALING FOR HIGH-BIT-RATE
WIRELESS LANS

In order to illustrate the level of video quality improvements
that TS can provide for wireless Internet multimedia appli-
cations, in this section, we present some simulation results of
FGS-based FTS.

We coded several video sequences using the draft stan-
dard of the MPEG-4 FGS encoding scheme. These sequences
were then modified using the full transcaler architecture
shown in Figure 7. The main objective for adopting the tran-
scaler shown in the figure is to illustrate the potential of
video TS and highlight some of its key advantages and limi-
tations.11

The level of improvements achieved by TS depends on
several factors. These factors include the type of video se-
quence that is being transcaled. For example, certain video
sequences with a high degree of motion and scene changes
are coded very efficiently with FGS [13]. Consequently, these
sequences may not benefit significantly from TS. On the
other end, sequences that contain detailed textures and ex-
hibit a high degree of correlation among successive frames
could benefit from TS significantly. Overall, most sequences
gained visible quality improvements from TS.

Another key factor is the range of bit rates used for both
the input and output streams. Therefore, we first need to

11Other elaborate architectures or algorithms can be used for perform-
ing FTS. However, these elaborate algorithms will bias some of our find-
ings regarding the full potential of TS and its performance. Examples of
these algorithms include refinement of motion vectors instead of a full re-
computation of them; TS in the compressed DCT domain; and similar tech-
niques.
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Figure 7: The full transcaler architecture used for generating the
simulation results shown here.

decide on a reasonable set of bit rates that should be used
in our simulations. As mentioned in the introduction, new
wireless LANs (e.g., 802.11a or HiperLAN2) could have bit
rates on the order of tens of Mbps (e.g., more than 50 Mbps).
Although it is feasible that such high bit rates may be avail-
able to one or few devices at certain points in time, it is un-
reasonable to assume that a video sequence should be coded
at such high bit rates. Moreover, in practice, most video se-
quences12 can be coded very efficiently at bit rates below
10 Mbps. Consequently, the FGS sequences we coded were
compressed at maximum bit rates (i.e., Rmax in) at around
6–8 Mbps. For the BL bit rate Rmin in, we used different val-
ues in the range of few hundreds kbps (e.g., between 100 and
500 kbps). Video parameters, which are suitable for the BL
bit rates, were selected. All sequences were coded using CIF
resolution and 10–15 frames/s.13

First, we present the results of TS an FGS stream (“Mo-
bile”) that has been coded originally with Rmin in = 250 kbps
and Rmax in = 8 Mbps. The transcaler used a new BL bit rate
Rmin out = 1 Mbps. This example could represent a stream
that was coded originally for transmission over lower bit

12The exceptions to this statement are high-definition video sequences,
which could benefit from bit rates around 20 Mbps.

13Our full transcaler used the exact same video parameters of the original
video sequence (except bit rates) in order to avoid biasing the results.
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Figure 8: Performance of transcaling the Mobile sequence using an
input stream Sin with a BL bit rate Rmin in = 250 kbps into a stream
with a BL Rmin out = 1 Mbps.

rate systems (e.g., cable modem or legacy wireless LANs)
and is being transcaled for transmission over new higher bit
rate LANs. The peak SNR (PSNR) performance of the two
streams as the functions of the bit rate is shown in Figure 8.
(For more information about the MPEG-4 FGS encoding
and decoding methods, the reader is referred to [13, 14].)

It is clear from the figure that there is a significant im-
provement in quality (close to 4 dB) in particular at bit rates
close to the new BL rate of 1 Mbps. The figure also high-
lights that the improvements gained through TS are limited
by the maximum performance of the input stream Sin. As the
bit rate gets closer to the maximum input bit rate (8 Mbps),
the performance of the transcaled stream saturates and gets
closer (and eventually degrades below) the performance of
the original FGS stream Sin. Nevertheless, for the majority
of the desired bit rate range (i.e., above 1 Mbps), the perfor-
mance of the transcaled stream is significantly higher. In or-
der to appreciate the improvements gained through TS, we
can compare the performance of the transcaled stream with
that of an “ideal FGS” stream. Here, an ideal FGS stream is
the one that has been generated from the original uncom-
pressed sequence (i.e., not from a precompressed stream such
as Sin). In this example, an ideal FGS stream is generated
from the original sequence with a BL of 1 Mbps. Figure 9
shows the comparison between the transcaled stream and an
ideal FGS stream over the range 1 to 4 Mbps. As shown in the
figure, the performances of the transcaled and ideal streams
are virtually identical over this range.

By increasing the range of bit rates that need to be cov-
ered by the transcaled stream, one would expect that its im-
provement in quality over the original FGS stream should get
lower. Using the same original FGS (Mobile) stream coded
with a BL bit rate of Rmin in = 250 kbps, we transcaled this
stream with a new BL bit rate Rmin out = 500 kbps (i.e., lower
than the 1 Mbps BL bit rate of the TS example described
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Figure 9: Comparing the performance of the Mobile transcaled
stream (shown in Figure 8) with an ideal FGS stream. The perfor-
mance of the transcaled stream is represented by the solid line.
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Figure 10: Performance of transcaling the Mobile sequence using
an input stream Sin with a BL bit rate Rmin in = 250 kbps into a
stream with a BL Rmin out = 500 kbps.

above). Figure 10 shows the PSNR performance of the input,
transcaled, and ideal streams. Here, the PSNR improvement
is as high as 2 dB around the new BL bit rate 500 kbps. These
improvements are still significant (higher than 1 dB) for the
majority of the bandwidth range. Similar to the previous ex-
ample, we can see that the transcaled stream does saturates
toward the performance of the input stream Sin at higher bit
rates, and, overall, the performance of the transcaled stream
is very close to the performance of the ideal FGS stream.
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Figure 11: Performance of trascaling the Coastguard sequence us-
ing an input stream Sin with a BL bit rate Rmin in = 250 kbps into a
stream with a BL Rmin out = 1000 kbps.

Therefore, TS provides rather significant improvements
in video quality (around 1 dB and higher). The level of im-
provement is a function of the particular video sequences
and the bit rate ranges of the input and output streams of the
transcaler. For example, and as mentioned above, FGS pro-
vides different levels of performance depending on the type
of video sequence [13]. Figure 11 illustrates the performance
of TS the “Coastguard” MPEG-4 test sequence. The origi-
nal MPEG-4 stream Sin has a BL bit rate Rmin = 250 kbps
and a maximum bit rate of 4 Mbps. Overall, FGS (without
TS) provides a better quality scalable video for this sequence
when compared with the performance of the previous se-
quence (Mobile). Moreover, the maximum bit rate used here
for the original FGS stream (Rmax in = 4 Mbps) is lower than
the maximum bit rate used for the above Mobile sequence
experiments. Both of these factors (i.e., a different sequence
with a better FGS performance and a lower maximum bit rate
for the original FGS stream Sin) led to the following: the level
of improvements achieved in this case through TS is lower
than the improvements we observed for the Mobile sequence.
Nevertheless, significant gain in quality (more than 1 dB at
1 Mbps) can be noticed over a wide range over the transcaled
bitstream. Moreover, we observe here the same “saturation-
in-quality” behavior that characterized the previous Mobile
sequence experiments. As the bit rate gets closer to the max-
imum rate Rmax in, the performance of the transcaled video
approaches the performance of the original stream Sin.

The above results for TS were observed for a wide range
of sequences and bit rates. So far, we have focused our atten-
tion on the performance of UTS, which we have referred to
throughout this section simply by using the word TS. Now,
we shift our focus to some simulation results for DTS.
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Figure 12: Performance of down transcaling the “Mobile” sequence
using an input stream Sin with a BL bit rate Rmin in = 1 Mbps into
two streams with BL Rmin out = 500 and 250 kbps.

As explained above, DTS can be used to convert a scalable
stream with a BL bit rate Rmin in into another stream with a
smaller BL bit rate Rmin out < Rmin in. This scenario could
be needed, for example, if (a) the transcaler gateway misesti-
mates the range of bandwidth that it requires for its clients,
(b) a new client appears over the wireless LAN, where this
client has access bandwidth lower than the minimum bit rate
(Rmin in) of the bitstream available to the transcaler; and/or
(c) sudden local congestion over a wireless LAN is observed,
and consequently, reducing the minimum bit rate needed. In
this case, the transcaler has to generate a new scalable bit-
stream with a lower BL Rmin out < Rmin in. Below, we show
some simulation results for DTS.

We employed the same full transcaler architecture shown
in Figure 7. We also used the same Mobile sequence coded
with MPEG-4 FGS and with a bit rate rangeRmin in = 1 Mbps
to Rmax in = 8 Mbps. Figure 12 illustrates the performance of
the DTS operation for two bitstreams: one stream was gener-
ated by DTS the original FGS stream (with a BL of 1 Mbps)
into a new scalable stream coded with a BL of Rmin out =
500 kbps. The second stream was generated using a new base
layer Rmin out = 250 kbps. As expected, the DTS operation
degrades the overall performance of the scalable stream.

It is important to note that, depending on the application
(e.g., unicast versus multicast), the gateway server may utilize
both the new generated (down-transcaled) stream and the
original scalable stream for its different clients. In particular,
since the quality of the original scalable stream Sin is higher
than the quality of the down-transcaled stream Sout over the
range [Rmin in,Rmax in], then it should be clear that clients
with access bandwidth that falls within this range can bene-
fit from the higher quality (original) scalable stream Sin. On
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Figure 13: Performance of down transcaling the Mobile sequence
using an input stream Sin with a BL bit rate Rmin in = 1 Mbps. Here,
two DTS operations are compared, respectively, the whole input
stream Sin (base + enhancement) is used, and only the BLin of Sin

is used to generate the down-transcaled stream. In both cases, the
new DTS stream has a BL bit rate Rmin out = 250 kbps.

the other hand, clients with access bandwidth less than the
original BL bit rate Rmin in, can only use the down-transcaled
bitstream.

As mentioned in Section 2, DTS is similar to traditional
transcoding, which converts a nonscalable bitstream into an-
other nonscalable stream with a lower bit rate. However, DTS
provides new options for performing the desired conversion
that are not available with nonscalable transcoding. For ex-
ample, under DTS, one may elect to use (a) both the BL and
EL or (b) the BL only to perform the desired down conver-
sion. This, for example, may be used to reduce the amount of
processing power needed for the DTS operation. In this case,
the transcaler has the option of performing only one decod-
ing process (on the BL only versus decoding both the BL and
EL). However, using the BL only to generate a new scalable
stream limits the range of bandwidth that can be covered by
the new scalable stream with an acceptable quality. To clarify
this point, Figure 13 shows the performance of TS using (a)
the entire input stream Sin (i.e., base plus enhancement) and
(b) BLin (only) of the input stream Sin. It is clear from the fig-
ure that the performance of the transcaled stream generated
from BLin saturates rather quickly and does not keep up with
the performance of the other two streams. However, the per-
formance of the second stream (b) is virtually identical over
most of the range [Rmin out = 250 kbps,Rmin in = 500 kbps].
Consequently, if the transcaler is capable of using both the
original stream Sin and the new transcaled stream Sout for
transmission to its clients, then employing BLin (only) to
generate the new down-transcaled stream is a viable option.
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Figure 14: The proposed partial TS of the MPEG-4 FGST scalability structure. The FGST frames are the only part of the original scalable
stream that is fully reencoded under the proposed partial TS scheme.

It is important to note that, in cases when the transcaler
needs to employ a single scalable stream to transmit its con-
tent to its clients (e.g., multicast with a limited total band-
width constraint), a transcaler can use the BL and any por-
tion of the EL to generate the new down-transcaled scalable
bitstream. The larger the portion of the EL used for DTS, the
higher the quality of the resulting scalable video. Therefore,
and since partial decoding of the EL represents some form
of computational scalability, an FGS transcaler has the op-
tion of trading-off quality versus computational complexity
when needed. It is important to note that this observation is
applicable to both UTS and DTS.

Finally, by examining Figure 13, one can infer the perfor-
mance of a wide range of down-transcaled scalable streams.
The lower-bound quality of these downscaled streams is rep-
resented by the quality of the bitstream generated from BLin

only (i.e., case (b) of Sout). Meanwhile, the upper-bound of
the quality is represented by the downscaled stream (case (a)
of Sout) generated by the full input stream Sin.

5. PARTIAL TRANSCALING FOR HIGH-BIT-RATE
WIRELESS LANS

As described above, the MPEG-4 FGST framework supports
SNR (regular FGS), temporal (FGST frames), and hybrid
SNR-temporal scalabilities. At low bit rates (i.e., bit rates
close to the BL bit rate), receivers can benefit from the stan-
dard SNR FGS scalability by streaming the BL and any de-
sired portion of the SNR FGS enhancement-layer frames.
As the available bandwidth increases, high-end receivers can
benefit from both FGS and FGST pictures. It is important for
these high-end receivers to experience higher-quality video

when compared to the video quality of nontranscaled FGST
streams. One of the reasons for the relatively high penalty in
quality associated with the traditional FGST-based coding is
that, at high bit rates, the FGST frames are predicted from
low-quality (low bit rate) BL frames. Consequently, the re-
sulting motion-compensated residual error is high, and thus
a large number of bits are necessary for its compression.

In addition to improving the coding efficiency, it is cru-
cial to develop a low complexity TS operation that provides
the desirable improvements in quality. One approach for
maintaining low complexity TS is to eliminate the need for
reencoding the BL. Consequently, this eliminates the need for
recomputing new motion vectors, which is the most costly
part of a full transcaler that elects to perform this recompu-
tation. Meanwhile, improvements can be achieved by using
higher-quality (higher bit rate) SNR FGS pictures to predict
the FGST frames. This reduces the entropy of the bidirec-
tionally predicted FGST frames and, consequently leads to
more coding efficiency or higher PSNR values. Examples of
the input and output scalability structures of the proposed
PTS scheme for FGST are depicted in Figure 14.

As shown in Figure 14, and similar to the full TS case,
there are two options for supporting TS of FGST streams:
the PTS option and the fallback (no TS) option. Depend-
ing on the processing power available to the gateway, the sys-
tem can select one of these options. Every FGS SNR frame is
shown with multiple layers, each of which can represent one
of the bit planes of that frame. It is important to note that at
higher bit rates, larger number of FGS SNR bit planes will be
streamed, and consequently, these bit planes can be used to
predict the FGST frames. Therefore, under an RLM frame-
work, receivers that subscribe to the transcaled FGST stream
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Figure 15: Performance of PTS of two sequences: Stefan and Mo-
bile.

should also subscribe to the appropriate number of FGS SNR
bit planes.

Under the above-proposed PTS, the input FGST stream
Sin is transcaled into another scalable stream S1. In this case,
BLin of Sin (with bit rate Rmin in) and a certain portion of
the ELin are used as reference frames for an improved FGST
performance. Therefore, this is an example of TS an FGST
stream with a bit rate range Rrange in = [Rmin in,Rmax in]
to another FGST stream with a bit rate range Rrange 1 =
[Rmin 1,Rmax 1], where Rmin in < Rmin 1. Consequently, and
based on the definition we adopted earlier for UTS and DTS,
this example represents a UTS scenario. Furthermore, in this
case, only the FGST ELs of the input stream Sin has been
modified. Consequently, this represents a PTS scenario. PTS
can be implemented by using cascaded decoder-encoder sys-
tems for only part of the original scalable stream. It is im-
portant to note that, although we have a UTS scenario here,
low-bandwidth receivers can still use the BL of the new tran-
scaled stream, which is identical to the original BL. These re-
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Figure 16: Performance of PTS of two sequences: Coastguard and
Foreman.

ceivers can also stream any desired portions of the FGS SNR
frames. However, and as mentioned above, receivers that take
advantage of the improved FGST frames have a new (higher)
minimum bit rate stream (Rmin 1 > Rmin in) that is needed to
decode the new FGST frames.

5.1. Simulation results for partial transcaling
of FGST streams

In order to illustrate the level of video quality improvements
that PTS can provide for wireless Internet applications, in
this section, we present some simulation results of the FGST
based PTS method described above. As in FTS experiments,
we coded several video sequences using the MPEG-4 FGST
scheme. These sequences were then modified using the par-
tial transcaler scalability structure that employs a portion
of the EL for FGST prediction as shown in Figure 14. We
should emphasize here the following. (a) Unlike the FTS
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results shown above, all the results presented in this section
are based on reusing the same motion vectors that were orig-
inally computed by the BL encoder at the source. This is im-
portant for maintaining a low-complexity operation that can
be realized in real time. (b) The FGS/FGST sequences we
coded were compressed at maximum bit rates (i.e., Rmax in)
lower than 2 Mbps. For the BL bit rate Rmin in, we used 50–
100 kbps. Other video parameters, which are suitable for the
BL bit rates, were selected. All sequences were coded using
CIF resolution; however, and since the bit rate ranges are
smaller than the FTS experiments, 10 frames/s were used in
this case. The GOP size is 2-second long and M = 2 (i.e.,
one FGST bidirectionally predicted frame can be inserted be-
tween two I and P reference frames).

The PSNR performance of four well-known MPEG-4
streams: Foreman, Coastguard, Mobile, and Stefan have been
simulated and measured for both original FGST (nontran-
scaled) and partially transcaled bitstreams over a wide range
of bit rates.

Figure 15 shows the performance of the Stefan and Mo-
bile (calendar) and compares the PSNR of the input nontran-
scaled stream with the partially transcaled streams’ PSNR re-
sults. Both of these video sequences benefited from the PTS
operation described above and gained as much as 1.5 dB in
PSNR, in particular, at high bit rates. Three FGS bit planes
were used (in addition to the BL) for predicting the FGST
frames. Consequently, taking advantage of PTS requires that
the receiver have enough bandwidth to receive the BL plus a
minimum of three FGS bit planes. This explains why the gain
in performance shown in Figure 15 begins at higher rates
than the rate of the original BL bit rates (which are in the
50–100 kbps range as mentioned above).

As mentioned above, the level of gain obtained from the
proposed PTS operation depends on the type of video se-
quence. Moreover, the number of FGS bit planes used for
predicting the FGST frames influence the level of improve-
ments in PSNR. Figure 16 shows the performance of the
Coastguard and Foreman sequences. These sequences are
usually coded more efficiently with FGS than the other two
sequences shown above (Stefan and Mobile). Consequently,
the improvements obtained by employing PTS on the Coast-
guard and Foreman sequences are less than the improve-
ments observed in the above plots. Nevertheless, we are still
able to gain about 1 dB in PSNR values at higher bit rates.
Figure 16 also shows the impact of using different number
of FGS bit planes from predicting the FGST frames. It is clear
from both figures that, in general, larger number of bit planes
provides higher gain in performance. However, it is impor-
tant to note that this increase in PSNR gain (as the number
of FGS bit planes used for prediction increases) could satu-
rate as shown in the Foreman performance plots.

Furthermore, we should emphasize here that many of the
video parameters used at the partial transcaler do not repre-
sent the best choice in a rate-distortion sense. For example,
all of the results shown in this section are based on allocat-
ing the same number of bits to both the FGS and transcaled
FGST frames. It is clear that a better rate allocation mech-
anism can be used. However, and as mentioned above, the

main objective of this study is to illustrate the benefits and
limitations of TS, in general, PTS, in particular, without the
bias of different video parameters and related algorithms.

6. SUMMARY AND FUTURE WORK

In this paper, we introduced the notion of TS, which is a gen-
eralization of (nonscalable) transcoding. With TS, a scalable
video stream, that covers a given bandwidth range, is mapped
into one or more scalable video streams covering different
bandwidth ranges. Our proposed TS framework exploits the
fact that the level of heterogeneity changes at different points
of the video distribution tree over wireless and mobile Inter-
net networks. This provides the opportunity to improve the
video quality by performing the appropriate TS process.

We argued that an Internet/wireless network gateway
represents a good candidate for performing TS. Moreover,
we described HTS, which provides a transcaler with the op-
tion of choosing among different levels of TS processes with
different complexities. This enables transcalers to trade off
video quality with computational complexity. We illustrated
the benefits of FTS and PTS by considering the recently de-
veloped MPEG-4 FGS video coding.

Under FTS, we examined two forms: UTS (which we
simply refer to as TS) and DTS. With UTS, significant im-
provements in video quality can be achieved as we illustrated
in the simulation results section. Moreover, several scenar-
ios for performing DTS were evaluated. Under PTS, we il-
lustrated that a transcaler can still provide improved video
quality (around 1 dB in improvements) while significantly
reducing the high complexity associated with FTS. Conse-
quently, we believe that the overall TS framework provides a
viable option for the delivery of high-quality video over new
and emerging high bit rate wireless LANs such 802.11a and
802.11b.

This paper has focused on the applied, practical, and
proof-of-concept aspects of TS. Meanwhile, the proposed
TS framework opens the door for many interesting research
problems, some of which we are currently investigating.
These problems include the following.

(1) A thorough analysis for an optimum rate-distortion
(RD) approach for the TS of a wide range of video se-
quences is under way. This RD-based analysis, which
is based on recent RD models for compressed scal-
able video [19], will provide robust estimation for the
level of quality improvements that TS can provide for
a given video sequence. Consequently, an RD-based
analysis will provide an in-depth (or at least an edu-
cated) answer for: “when TS should be performed and
on what type of sequences?”

(2) We are exploring new approaches for combining TS
with other scalable video coding schemes such as 3D
motion-compensated wavelets. Furthermore, TS in the
context of cross-layer design of wireless networks is be-
ing evaluated [20, 21].

(3) Optimum networked TS that trades off complexity
and quality in a distributed manner over a network
of proxy video servers. Some aspects of this analysis
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include distortion-complexity models for the different
(full and partial) TS operations introduced in this pa-
per. Moreover, other aspects of a networked TS frame-
work will be investigated in the context of new and
emerging paradigms such as overlay networks and
video communications using path diversity (see, e.g.,
[22, 23, 24, 25, 26]).
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Effective quality-of-service renegotiating schemes for streaming video is presented. The conventional network supporting quality
of service generally allows a negotiation at a call setup. However, it is not efficient for the video application since the compressed
video traffic is statistically nonstationary. Thus, we consider the network supporting quality-of-service renegotiations during the
data transmission and study effective quality-of-service renegotiating schemes for streaming video. The token bucket model,
whose parameters are token filling rate and token bucket size, is adopted for the video traffic model. The renegotiating time
instants and the parameters are determined by analyzing the statistical information of compressed video traffic. In this paper, two
renegotiating approaches, that is, fixed renegotiating interval case and variable renegotiating interval case, are examined. Finally,
the experimental results are provided to show the performance of the proposed schemes.

Keywords and phrases: streaming video, quality-of-service, token bucket, renegotiation.

1. INTRODUCTION

In recent years, the demands and interests in networked
video have been growing very fast. Various video applica-
tions are already available over the network, and the video
data is expected to be one of the most significant compo-
nents among the traffics over the network in the near fu-
ture. However, it is not a simple problem to transmit video
traffics efficiently through the network because the video re-
quires a large amount of data compared to other multimedia.
To reduce the amount of data, it is indispensable to employ
effective video compression algorithms. So far, digital video
coding techniques have advanced rapidly. International stan-
dards such as MPEG-1, MPEG-2 [1], MPEG-4 [2], H.261
[3], H.263/+/++ [4], H.26L, and H.264 have been established
or are under development to accommodate different needs
by ISO/IEC and ITU-T, respectively. The compressed video
data is generally of variable bit rate due to the generic char-
acteristics of entropy coder and scene change inconsistent
motion change of the underlying video. Furthermore, video
data is time constrained. These facts make the problem more
challenging. By the way, constant bit rate video traffic can be
generated by controlling the quantization parameters and it
is much easier to handle over the network, but the quality of
the decoded video may be seriously degraded.

In general, suitable communications between the net-
work and the sender end can increase the network utiliza-
tion and enhance video quality at the receiver end simultane-
ously [5]. Generally speaking, the variability of compressed
video traffics consists of two components: short-term vari-
ability (or high-frequency variability) and long-term vari-
ability (or low-frequency variability). Buffering is only ef-
fective in reducing losses caused by variability in the high-
frequency domain, and is not effective in handling variabil-
ity in the low-frequency domain [6]. Recently, some QoS
(quality-of-service) renegotiating approaches have been pro-
posed to handle the nonstationary video traffics efficiently
over the network [7, 8, 9, 10, 11, 12], while the conventional
QoS providing network negotiates QoS parameters only once
at a call setup. For example, RCBR (renegotiated constant bit
rate) [7, 8] is a simple but quite effective approach to support
the QoS renegotiations. RCBR network allows the sender to
renegotiate the bandwidth during the data transmission. Ac-
tually, the bandwidth renegotiations can be interpreted as a
compromise of ABR (available bit rate) and VBR (variable bit
rate). Over network supporting bandwidth renegotiations,
how to determine the renegotiation instants and the required
bandwidth is studied in [9, 10, 11, 12, 13]. In [11], Zhang and
Knightly proposed the RED-VBR (renegotiated determinis-
tic variable bit rate) service model to support VBR video that
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uses a traffic model called D-BIND (deterministic bounding
interval-length dependent). Salehi et al. proposed the short-
est path algorithm to reduce the number of renegotiations
and the bandwidth fluctuation in [12]. In our previous work
[10], we studied adaptive rate-control algorithms to pursue
an effective trade-off between temporal and spatial qualities
for streaming video and interactive video applications over
RCBR network.

However, only bandwidth renegotiation is sometimes not
sufficient to efficiently support the nonstationary video traf-
fics and improve the network utilization. (The higher net-
work utilization means that the better services are provided
to users and/or more users are supported with the same
network resources.) Generally speaking, more network re-
sources are required for the media delivery as its traffic be-
comes more burst although the long-term average band-
width is the same. Thus, we need more flexible QoS renego-
tiating approaches for streaming videos to improve network
utilization and enhance video quality at the receivers end. In
this paper, we consider not only channel bandwidth but also
the burstiness of the traffic. To handle the problem, token
bucket is adopted for the traffic model, and its parameters
are estimated based on the statistical characteristics of com-
pressed video traffic during the data transmission. This pa-
per is organized as follows: a brief review of traffic models is
introduced in Section 2; effective QoS renegotiating schemes
are proposed in Section 3; experimental results are provided
in Section 4 to show the superior performance of the pro-
posed schemes; and finally, concluding remarks are presented
in Section 5.

2. TRAFFIC MODEL

So far, various traffic models have been proposed for effi-
cient network resource management such as policing, re-
source reservation, rate shaping, and so forth. For example,
leaky bucket model [14], double leaky bucket model [15], to-
ken bucket model [16, 17], and so forth. As mentioned ear-
lier, the token bucket model is adopted in this paper, which is
one of the most popular traffic models and widely employed
for IntServ protocol [18]. In the token bucket model, each
packet can be transmitted through the network with one to-
ken only when tokens are available at the token buffer. The
tokens are generally provided by network with a fixed rate.
When the token buffer is empty, the packet must wait for a
token in the smoothing buffer. On the other hand, the new
arriving tokens are dropped when the token bucket is full.
It means the waste of network resource. The token bucket
model can be characterized by two parameters: token fill-
ing rate and token bucket size. The token filling rate and the
token bucket size are related to the average channel band-
width and the burstiness of the underlying video traffic, re-
spectively. In general, more burst traffic needs a larger token
bucket size, and complex token model has one more param-
eter than simple bucket model, that is, it can be character-
ized by the token filling rate, token bucket size, and peak rate.
Their performance comparison can be found in [19].

An overview of simple bucket model is shown in Figure 1.

Token from network

Token buffer

Video
traffic

Smoothing buffer

Network

Figure 1: Overview of the simple token bucket model.

The token bucket is thought to be located in either the user
side or the network side. The network needs the token bucket
to policy the incoming traffics while the user requires the
token bucket to generate the video traffic according to the
predetermined specification. Smoothing buffer is also an im-
portant factor to determine the video traffic characteristics,
which relates to packet loss rate and time delay. Since the
smoothing buffer size is practically finite, buffer manage-
ment algorithm is needed to minimize the degradation of
video quality caused by buffer overflow. In this paper, the fol-
lowing buffer management is employed: B-, P-, and I-frames
are discarded in sequence when smoothing buffer overflows.
It is determined by how much the quality of the decoded
video may be degraded when a frame is lost. When the I-
frame is dropped, the whole GOPs (group of pictures) can-
not be decoded since the I-frame is referenced for the follow-
ing P-frames and B-frames. When the P-frame is dropped,
the following frames in the GOPs disappear. However, only
one frame is missing when the B-frame is dropped since the
other frames do not reference it. To more improve the video
quality, network needs to classify the incoming packets and
consider the error corruption in the whole sequences caused
by a specific packet loss [20, 21]. However, it is a big bur-
den to network because of a large amount of computation. In
this paper, we consider the renegotiations of token bucket pa-
rameters during data transmission as a solution to improve
network utilization and enhance video quality at the receiver
end.

3. PROPOSED TOKEN BUCKET PARAMETER
ESTIMATING SCHEMES

Over the network supporting QoS renegotiations, the sender
has to determine when QoS renegotiation is required and
what QoS is needed for. Note that, in general, more renego-
tiations can increase the network utilization; however, they
may cause larger signaling overhead. We assume that the
compressed data for each frame is divided into fixed size
packets, and thus the number of packets (Ni) for the ith
frame is calculated by

Ni =
⌊

Bi

Pmax

⌋
, (1)

where �x� indicates the smallest integer that is greater than
x, Bi is the amount of bits for the compressed ith frame,
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and Pmax is the packet size. Under the assumption that the
video stream is accepted by call admission control, we focus
on only the QoS renegotiating process in this paper. In many
cases, the compressed data may not be divided into the fixed
size packets for the robust transmission. However, the above
assumption is still reasonable if packets are assumed to con-
sume the different number of tokens according to their size.

We examine two approaches for the QoS renegotiation:
fixed renegotiating interval approach and variable renego-
tiating interval approach. Renegotiations are tried periodi-
cally in the fixed renegotiating interval case while they are
tried only when required in the variable renegotiating inter-
val case. It is expected that variable renegotiating interval ap-
proach can avoid unnecessary renegotiations and unsuitable
renegotiating instants with higher computational complex-
ity. In each renegotiating interval, we estimate the required
token bucket parameters based on the statistical information
of video traffic. That is, token filling rate and token bucket
size are determined by the mean and the standard deviation
of number of packets, respectively.

3.1. Fixed renegotiating interval case

First of all, the statistical information, mean and standard
deviation of the underlying video traffic, is calculated in the
reference window, and then the token bucket model param-
eters, token filling rate, and token bucket size are estimated
to keep the packet loss rate in the tolerable range. Then, the
whole time interval of the underlying video are divided into
time intervals with the same size, and the mean and the stan-
dard deviation are calculated in each interval. Based on the
information, the required token bucket model parameters
in the arbitrary renegotiating interval are determined. The
above processes can be summarized as follows: renegotia-
tions are tried at every interval with these parameters:

Ri =
(

1 + α
mi −Mref

Mref

)
· Rref , (2)

Qi =
(

1 + β
σi − σref

σref

)
·Qref , (3)

where Mref and mi are the mean values of numbers of packets
for each frame in the reference window; the ith renegotiating
interval, respectively, σref and σi are the standard deviations
of numbers of packets for each frame in the reference win-
dow; the ith renegotiating interval, respectively, α and β are
the weighting factors; Ri and Qi are the token filling rate and
the token bucket size in the ith renegotiating interval, respec-
tively; and Rref and Qref are the token filling rate and the to-
ken bucket size in the reference window, respectively. We as-
sume that the number of packets for a frame in the reference
window is Gaussian distributed for the simplicity, and then
Rref and Qref are determined by

Rref =
∑Fref

i=1 Ni

Fref
,

Qref = σref · I + Mref ,

(4)

where Fref is the number of frames in the reference window

and I satisfies the following equation:

Pr(X > I) ≤ p, (5)

where X is a Gaussian random variable with zero mean and
unit standard deviation, and p is the tolerable packet loss
probability.

3.2. Variable renegotiating interval case

When the fixed renegotiating interval approach is tested, un-
desirable phenomena are sometimes observed. That is, the
average token bucket size, token drop rate, and packet loss
rate locally fluctuate as shown in Figures 2 and 3 even though
their general trends globally decrease as the average renego-
tiating interval becomes small. One of the reasons is that the
fixed renegotiating interval can make the inappropriate inter-
val segmentation. To solve this problem, we consider a vari-
able renegotiating interval approach. Now, we define the ba-
sic renegotiating interval unit consisting of several GOPs and
address how to determine the renegotiating instants by using
the basic unit. As shown in Figures 2 and 3 (the fixed renego-
tiating interval case), the graphs of average token bucket size,
token drop rate, and packet loss rate look very similar. Thus,
one of them can be used as a measure for the determination
of renegotiating instants. In this paper, packet loss rate is em-
ployed. First, we calculate the packet loss rate in the current
window, that is, the time interval since the latest renegoti-
ation, and compute the new packet loss rate when the next
basic renegotiating interval is included in the window. Sec-
ond, we determine whether the next basic renegotiating in-
terval is included or not in the window based on the differ-
ence between the two packet loss rates. It can be summarized
as follows. If

PLRnext

PLRcur
> 1 + T(µ,n), (6)

then the next basic interval is not included in the window.
Otherwise, the next basic interval is included in the window.
Where PLRcur is the packet loss rate in the current window,
PLRnext is the packet loss rate when the next basic renegotiat-
ing interval is included in the current window, n is the num-
ber of the minimum renegotiating intervals in the current
window, µ is a variable determining the number of renego-
tiations, and T(µ,n) is a threshold function which must take
into account the fact that the effect of the next basic renego-
tiating interval on PLPnext decreases as the window size in-
creases. In this paper, T(µ,n) is simply defined by

T(µ,n) = µ

100 · n . (7)

If the renegotiating instant is determined by the above pro-
cess, the token bucket model parameters for the current in-
terval are estimated by the same method ((2) and (3)) of
the fixed renegotiating interval case. Basically, the length of
the basic renegotiating interval unit is related to the network
utilization and the computational complexity. As the length
becomes smaller, network utilization can be improved while
the required computational complexity increases.
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Figure 2: Performance comparison (the test trace file is Star Wars
and the packet size is 100 bytes): (a) average token bucket size, (b)
token drop rate, and (c) packet loss rate. The circles denote specific
data at renegotiating intervals and the solid lines denote the inter-
polated values.
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Figure 3: Performance comparison (the test trace file is Terminator
2 and the packet size is 100 bytes): (a) average token bucket size, (b)
token drop rate, and (c) packet loss rate. The circles denote specific
data at renegotiating intervals and the solid lines denote the inter-
polated values.
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4. EXPERIMENTAL RESULTS

In the experiment, the test trace files are Star Wars (240∗352
size) and Terminator 2 (QCIF size) encoded by MPEG-1
[22, 23, 24], whose lengths are 40 000 frames. The encod-
ing structure is IBBPBBPBBPBB (i.e., 1GOP consists of 12
frames), and I-frames, P-frames, and B-frames are encoded
with quantization parameters 10, 14, and 18, respectively.
The encoding frame rate is 25 frames per second. As a result,
the output traffics are VBR and their statistical properties are
summarized in Table 1. The variables and threshold values of
the proposed schemes are determined as follows.

(i) The tolerable maximum packet loss rate in (5) is set to
3%.

(ii) The smoothing buffer size is set to the average value
of two GOPs (223516 bytes for Star Wars and 261714
bytes for Terminator 2).

(iii) The basic renegotiating interval is set to 10 GOPs.
(iv) The tested packet sizes are 100 bytes or 400 bytes.
(v) The reference window size is set to the whole frame

number (40 000 frames).
(vi) The weighting factors α and β in (2) and (3) are set to

1.

To compare the performance of the proposed QoS renegoti-
ating schemes, we use average token drop rate, average token
bucket size, and token filling rate as the network utilization
measure, and packet loss rate is employed as the video quality
degradation measure.

4.1. Fixed renegotiating interval case

The performance comparison with respect to various fixed
renegotiating intervals is shown in Tables 2, 3, 4, and 5, and
Figures 2 and 3. It is observed that the average token bucket
size is reduced by about 11% as the renegotiating interval de-
creases while the average token filling rate is almost the same
for all renegotiating intervals (it can be understood since to-
ken bucket size is determined relatively by comparing the
standard deviation in the reference window with that in the
current renegotiating interval, see (2)). As a result, the net-
work utilization can be improved. Furthermore, token drop
rate is reduced by about 90% and packet loss rate is reduced
by about 75% when the renegotiating interval is set to 10
GOPs. The same results are observed regardless of the packet
size. It means that the waste of network resource caused by
the dropped tokens and the video quality degradation caused
by the lost packets can be significantly reduced. However, it is
observed in Figures 2 and 3 that the average token bucket size
and packet loss rate locally fluctuate even though the average
renegotiating interval decreases. As mentioned earlier, one of
the reasons is that inappropriate renegotiating instants may
occur when the renegotiating interval is fixed.

4.2. Variable renegotiating interval case

In this section, variable renegotiating time interval case is ex-
amined. The experimental results are summarized in Tables
6, 7, 8 and 9, and Figure 4. It is observed in Tables 6 and 7 that
the average token bucket size is almost the same, while token
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Figure 4: Performance comparison between variable renegotiating
interval scheme and fixed renegotiating interval scheme (the test
trace file is Star Wars and the maximum packet size is 100 bytes): (a)
average token bucket size, (b) packet loss rate, and (c) token drop
rate.
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Table 1: Statistical properties of test MPEG trace files.

Trace files Minimum value (bytes) Maximum value (bytes) Average (bytes) Standard deviation (bytes)

Star Wars 275 124816 9313.2 12902.725

Terminator 2 312 79560 10904.75 10158.031

Table 2: Performance comparison of the fixed renegotiating interval case when the packet size is 100 bytes and the test trace file is Star Wars
encoded by MPEG-1.

Fixed renegotiating interval With renegotiations Without renegotiation

Interval (GOPs) 10 20 50 90 130 200 300 3330

Avg. token filling rate 93.59 93.60 93.67 93.59 93.67 93.76 93.54 94

Avg. token bucket size (bytes) 166.74 169.34 172.81 173.80 176.20 177.44 177.58 185.06

Token drop rate (%) 1.78 4.92 9.00 10.08 11.89 12.78 12.70 17.26

Packet loss rate (%) 1.77 4.90 8.91 10.10 11.81 12.62 12.74 16.90

Table 3: Performance comparison of the fixed renegotiating interval case when the packet size is 400 bytes and the test trace file is Star Wars
encoded by MPEG-1.

Fixed renegotiating interval With renegotiations Without renegotiation

Interval (GOPs) 10 20 50 90 130 200 300 3330

Avg. token filling rate 23.75 23.78 23.76 23.82 23.73 23.74 23.70 24

Avg. token bucket size (bytes) 42.35 43.02 43.90 44.21 44.76 45.22 45.08 47.02

Token drop rate (%) 1.68 4.81 8.70 9.97 11.50 12.38 12.36 17.21

Packet loss rate (%) 1.75 4.73 8.71 9.79 11.62 12.49 12.60 16.39

Table 4: Performance comparison of the fixed renegotiating interval case when the packet size is 100 bytes and the test trace file is Terminator
2 encoded by MPEG-1.

Fixed renegotiating interval With renegotiations Without renegotiation

Interval (GOPs) 10 20 50 90 130 200 300 3330

Avg. token filling rate 109.53 109.54 109.47 109.49 109.49 109.52 109.56 110

Avg. token bucket size (bytes) 206.17 208.81 211.29 212.50 213.47 214.30 214.66 215

Token drop rate (%) 0.91 2.69 4.42 5.36 6.04 6.71 6.90 8.37

Packet loss rate (%) 0.88 2.64 4.43 5.34 6.02 6.66 6.84 8.25

Table 5: Performance comparison of the fixed renegotiating interval case when the packet size is 400 bytes and the test trace file is Terminator
2 encoded by MPEG-1.

Fixed renegotiating interval With renegotiations Without renegotiation

Interval (GOPs) 10 20 50 90 130 200 300 3330

Avg. token filling rate 27.74 27.76 27.80 27.77 27.77 27.88 27.80 28

Avg. token bucket size (bytes) 52.47 53.18 53.77 54.15 54.28 54.64 54.62 55

Token drop rate (%) 0.86 2.64 4.41 5.26 5.94 6.78 6.86 8.33

Packet loss rate (%) 0.88 2.57 4.20 5.17 5.82 6.30 6.66 7.48
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Table 6: Performance comparison between variable renegotiating interval case and fixed renegotiating interval case when the test trace file
is Star Wars encoded by MPEG-1 and the maximum packet size is 100 bytes.

Variable renegotiating approach Fixed renegotiating approach

µ Number of Average token Average token Average packet Number of Average token Average token Average packet

renegotiation drop rate (%) bucket size (bytes) loss rate (%) renegotiation drop rate (%) bucket size (bytes) loss rate (%)

10 53 9.22 173.99 9.25 53 9.82 174.04 9.79

20 48 9.33 174.08 9.36 48 9.99 174.36 10.02

30 44 9.38 174.18 9.40 44 10.52 174.26 10.44

40 40 9.80 174.38 9.79 40 9.59 173.23 9.50

50 34 10.01 174.58 9.94 34 10.74 174.19 10.67

Table 7: Renegotiating time instants of variable renegotiating interval case and fixed renegotiating interval case when the test trace file is
Star Wars encoded by MPEG-1 and the maximum packet size is 100 bytes.

Method QoS renegotiating instants (frame number)

Variable interval

0, 600, 840, 2280, 2880, 3000, 3840, 3960, 4680, 5400, 5760, 7200, 7320, 7920, 8280, 9120, 10080, 10560, 11520,
15120, 15840, 17880, 19440, 20160, 20760, 21240, 21720, 21840, 22320, 22680, 23760, 24840, 24960, 25800, 26400,
27240, 28920, 29520, 29640, 29760, 30120, 30720, 31320, 33360, 33600, 33840, 35400, 35520, 36480, 37560, 37920,
38280, 38640

Fixed interval

0, 732, 1464, 2196, 2928, 3660, 4392, 5124, 5856, 6588, 7320, 8052, 8784, 9516, 10248, 10980, 11712, 12444, 13176,
13908, 14640, 15372, 16104, 16836, 17568, 18300, 19032, 19764, 20496, 21228, 21960, 22692, 23424, 24156, 24888,
25620, 26352, 27084, 27816, 28548, 29280, 30012, 30744, 31476, 32208, 32940, 33672, 34404, 35136, 35868, 36600,
37332, 38064

Table 8: Performance comparison between variable renegotiating interval case and fixed renegotiating interval case when the test trace file
is Terminator 2 encoded by MPEG-1 and the maximum packet size is 100 bytes.

Variable renegotiating approach Fixed renegotiating approach

µ Number of Average token Average token Average packet Number of Average token Average token Average packet

renegotiation drop rate (%) bucket size (bytes) loss rate (%) renegotiation drop rate (%) bucket size (bytes) loss rate (%)

10 46 5.16 212.25 5.13 46 5.19 212.08 5.14

20 44 5.54 212.73 5.47 44 5.70 212.47 5.64

30 43 5.60 213.83 5.51 43 5.76 212.66 5.73

40 43 5.60 212.79 5.51 43 5.76 212.6 5.73

50 43 5.60 212.79 5.51 43 5.76 212.6 5.73

Table 9: Renegotiating time instants of variable renegotiating interval case and fixed renegotiating interval case when the test trace file is
Terminator 2 encoded by MPEG-1 and the maximum packet size is 100 bytes.

Method QoS renegotiating instants (frame number)

Variable interval
0, 120, 480, 1080, 1800, 2400, 3720, 5040, 5520, 5880, 7920, 8160, 8880, 9960, 10680, 12000, 12480, 13440, 14760,
15240, 15960, 16680, 17880, 18720, 19560, 20400, 20880, 22080, 23280, 24120, 24600, 25560, 26760, 27000,
27600, 28920, 29040, 32160, 32760, 33120, 33840, 34800, 35160, 35760, 36840, 38040

Fixed interval
0, 852, 1704, 2556, 3408, 4260, 5112, 5964, 6816, 7668, 8520, 9372, 10224, 11076, 11928, 12780, 13632, 14484,
15336, 16188, 17040, 17892, 18744, 19596, 20448, 21300, 22152, 23004, 23856, 24708, 25560, 26412, 27264,
28116, 28968, 29820, 30672, 31524, 32376, 33228, 34080, 34932, 35784, 36636, 37488, 38340
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Table 10: Performance comparison between the proposed algorithm and bandwidth renegotiating scheme (test trace file is Star wars).

Number of renegotiations
Proposed algorithm Channel bandwidth renegotiating algorithm

Token drop rate (%) Packet loss rate (%) Token drop rate (%) Packet loss rate (%)

53 9.22 9.25 9.79 9.89

48 9.33 9.36 9.89 10.04

44 9.38 9.40 9.94 10.22

40 9.80 9.79 10.56 10.42

34 10.0 9.94 10.62 10.62

Table 11: Performance comparison between the proposed algorithm and bandwidth renegotiating scheme (test trace file is Terminator 2).

Number of renegotiations
Proposed algorithm Channel bandwidth renegotiating algorithm

Token drop rate (%) Packet loss rate (%) Token drop rate (%) Packet loss rate (%)

46 5.16 5.13 5.59 5.46

44 5.54 5.47 5.99 5.83

43 5.60 5.51 6.04 5.88

43 5.60 5.51 6.04 5.88

43 5.60 5.51 6.04 5.88

drop rate and packet loss rate are reduced by 8.6% and 7.5%,
respectively, when the number of renegotiations is changed
from 43 to 46. Thus, the waste of network resource can be
reduced and the video quality degradation caused by the lost
packets can be decreased too. In addition, it is observed that
average token drop rate, average token bucket size, and to-
ken filling rate monotonically decrease while those of fixed
renegotiating approach locally fluctuate. We can see the ob-
vious differences of the renegotiating time instants in Tables
7 and 8. It means that we can predict the traffic character-
istics more accurately by the interpolation method when µ
changes. Hence, we can conclude that variable renegotiating
approach can determine the renegotiating instants more ef-
fectively than fixed renegotiating approach at the cost of the
increased computational complexity.

4.3. Performance comparison with bandwidth
renegotiating schemes

In this section, we compare the proposed algorithm with
bandwidth renegotiating algorithms. Actually, it is not easy
to simply compare the performance with bandwidth renego-
tiating algorithms since they provide the deterministic ser-
vices and consider the different network situations. Thus, we
implemented the channel bandwidth renegotiating scheme
by token bucket model with a piecewise constant token filling
rate and a fixed token bucket size (it is set to the average value
of the proposed algorithm) and then tested various renego-
tiating interval cases. The experimental results are summa-
rized in Tables 10 and 11, and Figure 5. As shown in the ta-
bles and figure, we observe that the proposed algorithm can
reduce both the packet loss rate and the token drop rate. The
reason is that the proposed algorithm treats token bucket
size as well as token filling rate as control variables while the

bandwidth renegotiating schemes consider only token filling
rate as a control variable.

We would like to give some remarks on the experimen-
tal results. We obtain Figure 6 when the histograms of video
traffics are drawn. They look like Poisson distributed al-
though we assume Gaussian distribution for simplicity. This
mismatch can cause some errors, and the basic renegotiat-
ing interval may also be related to the errors. As the length of
basic renegotiating interval becomes small, the performance
may be improved at the expense of higher computational
complexity.

5. CONCLUSION AND FUTURE WORK

In this paper, we presented effective token bucket parameter
renegotiating schemes for streaming video over network sup-
porting QoS renegotiations. Two approaches, fixed renego-
tiating interval case and variable renegotiating interval case,
are examined. The experimental results showed that the aver-
age token bucket size and the packet loss rate are significantly
reduced as the number of renegotiations increases. Further-
more, variable renegotiating interval case avoids the inappro-
priate renegotiating instants of fixed renegotiating interval
case at the cost of the increased computational complexity.
Based on these observations, we can conclude that the pro-
posed flexible QoS renegotiating approach can improve the
network utilization compared to the bandwidth renegotiat-
ing approach and is a promising technique for the effective
streaming video. On the other hand, if Tables 6 and 8 are
stored as metadata in database, we can estimate the average
token bucket model parameters of the new video on-demand
request by linear interpolation method with a low compu-
tational complexity. Basically, the information may be very
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Figure 5: Performance comparison between the proposed algorithm and bandwidth renegotiating scheme (when the test trace file is Star
Wars and packet size is 100 bytes): (a) token drop rate and (b) packet loss rate.
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Figure 6: Histogram of test video traffics: (a) Star Wars and (b) Terminator 2.

helpful to design a simple but quite effective call admission
control algorithm. For the complete solution, we need the
rate shaping/adaptation algorithm to adjust the compressed
video bitstream when the QoS requests are sometimes re-
jected which is under our current investigation.
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Wireless and Internet video applications are inherently subjected to bit errors and packet errors, respectively. This is especially so if
constraints on the end-to-end compression and transmission latencies are imposed. Therefore, it is necessary to develop methods
to optimize the video compression parameters and the rate allocation of these applications that take into account residual channel
bit errors. In this paper, we study the behavior of a predictive (interframe) video encoder and model the encoders behavior using
only the statistics of the original input data and of the underlying channel prone to bit errors. The resulting data-driven behavior
models are then used to carry out group-of-pictures partitioning and to control the rate of the video encoder in such a way that
the overall quality of the decoded video with compression and channel errors is optimized.

Keywords and phrases: behavior model, rate distortion, video coding, error resilience.

1. INTRODUCTION

Although the current video compression techniques can be
considered mature, there are still many challenges in the de-
sign and operational control of compression techniques for
end-to-end quality optimization. This is in particular true
in the context of unreliable transmission media such as the
Internet and wireless links. Conventional compression tech-
niques such as JPEG and MPEG were designed with error-
free transmission of the compressed bitstream in mind. With
such unreliable media, not all bit or packet errors may be cor-
rected by retransmissions or forward error correction (FEC).
Depending on the kind of channel coder, residual channel er-
rors may be present in the bitstream after channel decoding.

In most practical packet network systems, packet retransmis-
sion corrects for some, but not all, packet losses. Classic rate
control, such as TM.5 in MPEG [1], can be used to con-
trol the video encoder according to the available bit rate of-
fered by the channel coder; adaptation to the bit error rate
by inserting intracoded blocks is nevertheless not incorpo-
rated in TM.5. Other methods that control the insertion of
intracoded blocks exist [2].

Three classes of error resilient source coding techniques
that deal with error prone transmission channels may be dis-
tinguished. The first well-known approach is joint source-
channel coding, which aims to intimate integration of the
source and channel coding algorithms [3, 4]. Although this
intimate integration brings several advantages to the end-to-
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end quality optimization, it comes at the price of a signif-
icant complexity increase. Furthermore, nearly all of these
approaches only work with specific or nonstandard network
protocols and with a specific video encoder and/or decoder.

The second class represents many approaches where the
source coder has no (or limited) control of the network layer.
It is important to understand that these approaches can not
be generally optimal since the channel coder and the source
coder are not jointly optimized. Since there is no joint opti-
mization, the only thing the source coder can do is to adapt
its own settings according to the current behavior of the net-
work layer. In many applications, joint optimization is im-
possible because none of the standard network protocols (IP,
TCP, and UDP) support this. Even though the source coder
has no or limited control over the network layer, the rate con-
trol algorithm can adapt to the available bit rate and to the
amount of residual bit errors or packet losses. Such a control
algorithm needs a model describing the effects of bit errors
or packet losses on the overall distortion.

The third class contains the approaches advocated in
[5, 6]. In these approaches, the best properties of the first two
classes are combined. Here, the authors propose to limit the
integration to joint parameter optimization, so that there is
no algorithmic integration. In previous work at Delft Uni-
versity of Technology [7], an efficient overall framework
was proposed for such joint parameter optimization from
a quality-of-Service (QoS) perspective. This framework re-
quires high-level and abstract models describing the behav-
ior of source and channel coding modules. However, this
framework had not yet been tested with a real video coder
and with a real behavior model.

In this paper, we propose such a behavior model for de-
scribing source-coding characteristics, giving some informa-
tion about the channel coder. Although this model is de-
signed to be used in a QoS setup, it may also be used to op-
timize the encoders settings when we only have knowledge
of, but no control over, the current channel (as a second class
approach).

With this behavior model, we can predict the behavior
of a source coder in terms of the image quality related to
the channel coder parameters: the bit rate, the bit error rate
(BER), and the latency. To be applicable in a real-time and
perhaps low power setup, the model itself should have a low
complexity and should not require that many frames have to
reside in a buffer (low latency).

We evaluate the behavior models with one type of pro-
gressive video coder. However, we believe that other coders
can be described fairly easily with our methods as well, since
we try to describe the encoders at the level of behavior rather
than at a detailed algorithmic or implementation level. In
Section 2, we first discuss our combined source-channel cod-
ing system; the problem we wish to solve, and we describe the
source and channel coders on a fairly high abstraction level.
From these models, we can formulate the end-to-end quality
control as an optimization problem, which we will discuss
in Section 3. Section 4 describes in depth the construction of
the proposed models. In Section 5, our models are validated
in a simulation where a whole group of pictures (GOP) were

transmitted over an error prone channel. Section 6 concludes
this paper with a discussion.

2. PROBLEM FORMULATION

To optimize the end-to-end quality of compressed video
transmission, one needs to understand the individual com-
ponents of the link. This understanding involves knowledge
of the rate distortion performance and the error resilience
of the video codec, of the error correcting capabilities of the
channel codec, and possibly of parameters such as delay, jit-
ter, and power consumption. One of the main challenges
in attaining an optimized overall end-to-end quality is the
determination of the influence of the individual parameters
controlling the various components. Especially because the
performances of various components depend on each other,
and the control of these parameters is not straightforward.

In [4, 5, 8, 9], extensive analyses of the interaction and
trade-offs between source and channel coding parameters
can be found. A trend in these approaches is that the un-
derlying components are modeled at a fairly high abstrac-
tion level. The models are certainly independent of the ac-
tual hardware or software implementation but they also be-
come more and more independent of the actual compres-
sion or source coding algorithm used. This is in strong con-
trast to the abundance of joint source channel coding ap-
proaches, which typically optimize a particular combination
of source and channel coders, utilizing specific internal al-
gorithmic structures and parameter dependencies. Although
these approaches have the potential to lead to the best per-
formance, their advantages are inherently limited to the par-
ticular combination of coders and to the conditions (source
and channel) under which the optimization was carried out.

In this paper, we refrain from the full integration of
source and channel codecs (i.e., the joint source-channel
coding approach) but we keep the source and channel coders
as much separate as possible.

The interaction between source and channel coders and,
in particular, the communication of key parameters is encap-
sulated in a QoS framework. The objective of the QoS frame-
work is to structure the communication context parameters
between OSI layers. In the scope of this paper, the context can
be defined not only by radio/Internet channel conditions, but
also by the demands of the application or device concerning
the quality or the complexity of the video encoding. Here we
discuss only the main outline of the QoS interface. A more
detailed description of the interface can be found in the liter-
ature (see [6, 7]).

Figure 1 illustrates the QoS Interface concept [7]. The
source and channel coders operate independent of each
other, but are both under the control of QoS controllers.
The source coder encodes the video data, thereby reducing
the needed bit rate. The channel coder protects this data. It
decreases the BER, thereby effectively reducing the bit rate
available for source coding and increasing the latency. The
QoS controller of the source coder communicates the key
parameters—in this case, the bit rate, the BER, and latency—
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Figure 1: QoS concept: different (OSI)layers are not only commu-
nicating their payloads, they are also controlled by QoS controllers
that mutually negotiate to optimize the overall performance.

with the QoS controller of the channel coder. Based on the
behavior description of the source and channel coding mod-
ules, the values of these parameters are optimized by the
QoS controller. In a practical system, this optimization takes
into account context information about the application (e.g.,
maximum latency) and about the channel (e.g., throughput
at the physical layer). The application may set constraints on
the operation of the lower layers, for instance, on the power
consumption or the delay. In this paper, we assume that the
only constraint set by the application is the end-to-end delay
Ta.

In order to implement the QoS Interface/controller con-
cept, the following three problems need to be solved.

(i) The key parameters must be optimized over different
(OSI) layers. We have developed the “adaptive resource
contracts” (ARC) approach for solving this problem.
ARC exchanges the key parameters between two layers
such that after a negotiation phase, both layers agree
on the values of these parameters. These key parame-
ters represent the trade-offs that both layers have made
to come to a joint solution of the optimization. A de-
tailed discussion of ARC falls outside the scope of this
paper. We refer to [6, 7, 10].

(ii) The behavior of the source and channel coders should
be modeled parametrically such that joint optimiza-
tion of the key parameters can take place. At the same
time, an internal controller that optimizes the per-
formance of the source and channel coders indepen-
dently, given the already jointly optimized key param-
eters, should be available. The emphasis in this paper
is on the modeling of the video coder behavior.

(iii) An optimization procedure should be designed for
selecting the parameters internal to the video codec,
given the behavior model and the key parameters. We
do not emphasize this aspect of the QoS interface in
this paper as we believe that the required optimization
procedure can be based on related work as that in [11].

In previous work and analyses [6, 7], the source coder
was modeled as a progressive encoder, which means that with
every additionally transmitted bit, the quality of the received
decoded information increases. Therefore, the most impor-
tant information is encoded at the beginning of the data
stream, and the least important information is encoded at
the end. In principle, we believe that any progressive encoder
can be described with our models. To keep things simple
from a compression point of view, we use the common inter-
frame coding structure (with one interframe per GOP, mul-
tiple predictively encoded interframes, and no bidirectional
encoded frames). The actual encoding of the (difference)
frames is done by a JPEG2000 (see [12]) encoder, which
suits our demand for progressive behavior. Figure 2 shows
the typical block diagram of this JPEG2000-based interframe
coder. In this paper, we exclude motion compensation of in-
terframes for simplicity reasons. The internal parameters for
this video encoder are the number of frames in a GOP N ,
and the bit rates ri for the individual frames. Symbols Xi and
Xi−1 denote the current frame and the previous frame, X de-
notes a decoded frame, and X̃ denotes a decoded frame at
the decoder side, possibly with distortions caused by resid-
ual channel errors. Symbols D̃q and D̃e denote the quantiza-
tion distortion and the distortions caused by residual chan-
nel errors (named “channel-induced distortion” hereafter),
respectively.

In this work, the channel coder is defined as an ab-
stract functional module with three interface parameters.
The channel coder has knowledge of the current state of the
channel which it is operating on. Therefore, it can optimize
its own internal settings using behavior models. Such a chan-
nel coder may use different techniques like FEC and auto-
matic repeat requests (ARQ) to protect the data at the ex-
pense of added bit rate and increased delay (latency). The ex-
act implementation is nevertheless irrelevant for this paper.
From here we will assume that the error protection is not
perfect because of latency constraints; therefore the residual
BER may be non zero. The behavior models can be obtained
by straightforward analysis of the channel coding process [5].

3. SOURCE ENCODER OPTIMIZATION CRITERION

At this point, we assume that we have a behavior model for
our video encoder. The development of this behavior model
is the subject of Section 4. Given the behavior model, we can
minimize the average end-to-end distortion D̂ given the con-
straints imposed by the QoS interface. In our work, the QoS
Interface negotiates three key parameters between source and
channel coder, namely, {R, BER,Tc}, with

(i) R: the available bit rate for source coding (average
number of bits per pixel);

(ii) the residual BER: the average bit error rate after chan-
nel decoding;

(iii) Tc: the average time between handing a bit to the chan-
nel encoder, and receiving the same bit from the chan-
nel decoder.
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Figure 2: Simple video coding scheme. The “frame encoder” and “frame decoder” blocks represent the single frame encoder and decoder.
The “frame buffer” is needed for the predictively encoded interframes.

The resulting source coding optimization problem now
becomes the minimization of the distortion D, which can be
formulated as follows:

min
Isrc

D
(
Isrc | {R, BER,Tc}

)
. (1)

Here, Isrc denotes the set of internal source coder parame-
ters over which the performance of the encoder must be op-
timized, given the key parameters {R, BER,Tc}. The actual
set of internal parameters to be considered depends on the
encoder under consideration and the parameters included in
the encoders behavior model. In this paper, we consider the
optimization of the following internal parameters:

(i) N , the length of the current GOP. Each GOP starts with
an intraframe and is followed by N − 1 predictively
encoded interframes;

(ii) �r = {r0, r1, . . . , rN−1}: the target bit rate for each indi-
vidual frame in a GOP.

The encoder parameter N relates to the coding efficiency
and the robustness of the compressed bitstream against the
remaining errors. The larger is N , the higher the coding ef-
ficiency, because more interframes are encoded. At the same
time, the robustness of the stream is lower due to the propa-
gation of decoded transmission errors.

On the other hand, in order to optimize the settings
{N ,�r} for Nmax frames, these Nmax frames have to be
buffered, thereby introducing a latency. In our approach, the
QoS interface prescribes the maximum end-to-end latency
Ta (seconds), and we assume that the channel coder will have
an end-to-end latency of Tc (seconds), from the channel en-
coder to the channel decoder, including transmission. Anal-
ysis of the whole transmission chain gives the following ex-
pression for the total end-to-end latency:

Ta = N − 1
fr

+ Te + Tc +
B

R
, (2)

where fr is the frame rate of the video sequence that is en-

coded and Te is the upper bound of the time it takes to en-
code a frame. Finally B/R is the transmission time for one
frame B/R; the maximal number of bits to describe a frame
divided by the channel coding bit rate R.

We can now find an expression for the maximal num-
ber of frames that can be in the buffer while still meeting the
end-to-end latency constraints Ta. Clearly B/R is only known
after allocating the rate for each frame. We suggest taking the
worst case value for B (i.e., calculated from the maximal bit
rate setting). The same goes for TE where we suggest to take
the worst case encoding time per frame,

Nmax = 1 +
(
Ta − Te − Tc − B

R

)
fr . (3)

In each frame i, two kinds of distortion are introduced:
(1) the quantization error distortion, denoted by Dq and (2)
the channel-induced distortion caused by bit errors in the
received bitstream, denoted by De. With our optimization
problem, we aim to minimize the average distortion, which
is the sum of individual distortions of a GOP divided by the
length of the group:

DGOP = 1
N

N−1∑
i=0

{
Dq
(
ri
)

+ De
(
ri, BER

)}
. (4)

Following [5], we assume that Dq and De within one
frame are mutually independent. Although (4) is a simple
additive distortion model, the distortion of a frame is still de-
pendent on that of the previous frames because of the inter-
frame prediction. Therefore, in our models, we have to take
into account the propagation of quantization and channel-
induced distortions.

Taking the above parameters into account, we can now
rewrite (1) as the following bit rate allocation problem:

�ropt,Nopt ←− min
�r,N

DGOP(�r,N|BER)

= min
N

{
min
�r

1
N

N−1∑
i=0

Dq
(
ri
)

+ De
(
ri, BER

)} (5)
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subject to

1
N

N−1∑
i=1

ri = R, N ≤ Nmax. (6)

The approach that we follow in this paper is to optimize
the bit rate allocation problem (5) and (6) based on two
frame-level parametric behavior models. The first (rate dis-
tortion) model parametrically describes the relation between
the variance of the quantization distortion and the allocated
bit rate based on the variance of the input frames. The sec-
ond (channel-induced distortion) model parametrically de-
scribes the relation between the variance of the degradations
due to transmission and the decoding errors based on the
variance of the input frames and the effective (BER).1

4. RATE DISTORTION MODEL

In this section, we first propose a behavior model for the rate
distortion characteristics Dq of video encoders and then pro-
pose a model for distortion caused by residual channel errors
including the error propagation De.

There are two approaches for modeling the rate distor-
tion (RD) behavior of sources. The first approach is the an-
alytical approach, where mathematical relations are derived
for the RD functions assuming certain (stochastic) proper-
ties of the source signal and the coding system. Since these
assumptions do not often hold in practice, the mismatch be-
tween the predicted rate distortion and the actual rate dis-
tortion is (heuristically) compensated for by empirical esti-
mation. The second is the empirical approach where the RD
functions are modeled through regression analysis of the em-
pirically obtained RD data. The rate distortion model pro-
posed in [5] is an example of an empirical model of the dis-
tortion of an entire encoder for a given bit rate.

In our work, we anticipate the real-time usage of the con-
structed abstract behavior models. At the same time, we want
to keep the complexity of the models low. This limits the
amount of preprocessing or analysis that we may do on the
frames to be encoded. Therefore, we will base our behavior
models on variance information only. In particular, we will
use

(i) the variance of the frame under consideration denoted
by VAR[Xi],

(ii) the variance of the difference of two consecutive
frames denoted by VAR[Xi − Xi−1].

4.1. Rate distortion behavior model of intraframes

It is well known that for memoryless Gaussian distributed
sources X with variance VAR[X], the RD function is given
by

r(Dq) = 1
2

log2

(
VAR[X]

Dq

)
, (7)

1By “effective bit error rate” we mean the residual bit error rate, that is,
the bit errors that are still present in the bitstream after channel decoding.

or when we invert this function by

Dq(r) = VAR[X]2−2r . (8)

Empirical observations show that for the most common
audio and video signals under small distortions, the power
function −2r gives an accurate model for the behavior of a
compression system especially in terms of the quality gain
per additional bit (in bit rate terms) spent. For instance, the
power function −2r leads to the well-known result that, at a
sufficiently high bit rate, for most video compression systems
we gain approximately 6 dB per additional bit per sample.

However, for more complicated compression systems
and especially for larger distortions, the simple power func-
tion does not give us enough flexibility to describe the em-
pirically observed RD curves, which usually give more gain
for the same increase in bit rate. Since there is basically no
theory to rely on for these cases without extremely detailed
modeling of the compression algorithm, we instead propose
to generalize (8) as follows:

Dq(r) = VAR[X]2 f (r). (9)

The function f (r) gives us more freedom to model the
(RD) behavior at the price of regression analysis or online
parameter estimation on the basis of observed rate distor-
tion realizations. The choice of the kind of the function used
to model f (r) is a pragmatic one. We have chosen a third-
order polynomial function. A first- or second-order function
was simply too imprecise, while a fourth-order model did
not give a significant improvement and higher-order mod-
els would defeat our objective of finding simple and generic
models. Clearly there is a trade-off between precision (high
order) and generality (low order).

In Figure 3, we show the (RD) curve of the experimen-
tally obtained D̃q(r) for the JPEG2000 compression of the
first frame of the Carphone sequence for bit rates between
0.05 and 1.1 bits per pixel (bpp). The solid line represents a
third-order polynomial fit of f (r) on the measured values.
This fit is much better than the linear function f (r) = −2r.
The following function was obtained for the first frame of the
Carphone sequence:

Dq(r) = VAR[X]2−4.46r3+11.5r2−12.7r−1.83. (10)

It is interesting to see how the RD curve changes for dif-
ferent frames of the same scene or different scenes. Figure 4
shows the RD curve for frame 1 and frame 60 of Carphone,
and frame 1 of Foreman. Observe that the Carphone frames
have very similar curves. The Foreman curve is shifted, but is
still similar to the other two. These observations strengthen
our belief that the model is generally applicable for this type
of coder. Of course the f (r) needs to be fitted for a partic-
ular sequence, on the other hand, we believe that a default
curve f0(r) can be used to bootstrap the estimation of model
parameters for other video sequences. The function f (r) can
then be adapted with a new RD data as the encoding contin-
ues.
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Figure 3: RD curve for the first frame in Carphone. The crosses
(×) are the measured normalized distortions D̃q and the solid line
corresponds to the fitted function 2 f (r). The dashed-dotted line cor-
responds to the RD model 2−2r .
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Figure 4: Intraframe RD curve for the first frame of Carphone (×),
frame 60 of Carphone (◦), and the first frame of Foreman (+).

4.2. Rate distortion behavior model of interframes

For modeling the (RD) behavior of interframes, we propose
to use a model similar to the one in (9), but with a different
polynomial g(r),

Dq
(
ri
) = VAR

[
Xi − Xi−1

]
2g(ri). (11)

Here, Xi−1 denotes the previously decoded frame i − 1,
whereas with intraframes, a third-order polynomial was
needed to predict f (r) accurately enough. With interframes,
a second-order polynomial was sufficient to predict g(r). The
reason for this can be found in the fact that interframes are
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Figure 5: The relationship between the variance of frame difference
VAR[Xi −Xi−1] and the quantization distortion D̃q(ri−1). The fitted
line describes VAR[Xi − Xi−1] = VAR[Xi − Xi−1] + κDq(ri−1).

less correlated than intraframes. Therefore, g(r) is more sim-
ilar to the theoretical −2r than f (r).

In (11), VAR[Xi − Xi−1] is the variance of the differ-
ence between the current frame i and the previously encoded
frame i − 1. Since the latter is only available after encoding
(and thus after solving (5) and (6)), we need to approximate
VAR[Xi − Xi−1]. Obviously we have

VAR
[
Xi − Xi−1

] = E
[(
Xi − Xi−1

)2]
= E

[((
Xi − Xi−1

)− (Xi−1 − Xi−1
))2]

= VAR
[
Xi − Xi−1

]
+ Dq

(
ri−1

)
− 2E

[
(Xi − Xi−1

)(
Xi−1 − Xi−1

)]
.

(12)

The last term on the right-hand side of (12) cannot be easily
estimated beforehand and should therefore be approximated.
We collapse this entire term into a quantity that only depends
on the amount of quantization errors Dq from the previous
frame, yielding

VAR
[
Xi − Xi−1

] = VAR
[
Xi − Xi−1

]
+ κDq

(
ri−1

)
. (13)

We expect the quantization noise of frame Xi−1 to be only
slightly correlated with the frame difference between frames
Xi−1 and Xi. Therefore, we expect the value of κ to be some-
what smaller than one. Note that by combining (13) and
(11), Dq is defined recursively, thereby making (5) and (6)
a dependent optimization problem.

Figure 5 illustrates the relation between the frame differ-
ence variance VAR[X1 −X0] and the quantization distortion
of the first frame of Carphone D̃q. The first frame is encoded
at different bit rates. We observe a roughly linear relation, in
this case, with an approximate value of κ = 0.86.
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Figure 6: Average RD curve for the first interframe of Carphone.
The crosses (×) are the measured normalized distortions D̃q(ri) and
the solid line corresponds to the fitted function 2g(r). The dashed-
dotted line corresponds the RD model 2−2r .

We observed similar behavior for other sequences such as
Susie and Foreman as well. We therefore postulate that (13)
is an acceptable model for calculating the variance VAR[Xi−
Xi−1] as needed in (11).

The variance Xi − Xi−1 consists of two terms: the quan-
tization distortion of the previous frames, and the frame dif-
ference between the current and the previous frame. These
two terms might show different RD behavior, that is, a sep-
arate g(r) for both terms. However, we assume that both
signals show the same behavior since they are both frame-
difference signals by nature and not whole frames. The model
for predicting the distortion of an interframe now becomes

Dq(ri) =
(

VAR
[
Xi − Xi−1

]
+ κDq

(
ri−1

))
2g(ri). (14)

Figure 6 shows the experimentally obtained RD curve to-
gether with a fitted curve representing our model (14). Since
this RD curve should not only be valid for varying bit rate
ri but also for varying propagated quantization distortion
Dq(ri−1), we also vary the bit rate of the previous frame ri−1.
Both rates were varied from 0.05 to 0.9. Each value of Dq(ri)
is an average over all settings of ri−1. For completeness, the
theoretic curve (8) is shown as well. The function that de-
scribes the RD behavior for these frames is

Dq(ri) =
(

VAR
[
Xi − Xi−1

]
+ κDq

(
ri−1

))
23.86r2

i −8.15ri−0.26.
(15)

We then compare the curves for different frames. Figure 7
shows the RD curve for the first frame difference of Carphone
and the RD curve for the first frame difference of Foreman as
well as the average RD curve for the first ten frame differences
of Carphone. This shows again that these curves do not vary
much for different video frames and different video sources.
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Figure 7: RD curve for the first interframe of Carphone (×), the
average RD curve for the first ten frames of Carphone (—), and the
RD curve for the first frame of Foreman (+).

4.3. Channel-induced distortion behavior model

When the channel suffers from high error rates, the channel
decoding will not be able to correct all bit errors. Therefore,
to solve (5) and (6), we also need a model that describes the
behavior of the video decoder in the presence of bitstream
errors.

First, we define the channel-induced distortion to be the
variance of the difference between the decoded frame (X) at
the encoder side and the decoded frame at the decoder side
(X̃):

D̃e = VAR[X̃ − X]. (16)

In [9], a model that describes the coders vulnerability to
packet error losses is proposed:

De = σ2
u0

PER, (17)

where σ2
u0

is an empirical constant and is found empirically
and PER is the packet error rate. Since we are dealing with bit
errors and want to predict the impairment on a frame-per-
frame basis, we look for a better model.

Modeling the impairments that are due to uncorrected
bit errors may result in a detailed analysis of the compression
technique used (see, e.g., [13]). Since we desire to have an
abstract and a high level model with a limited number of pa-
rameters, we base our model on the following three empirical
observations.

(1) For both intraframes and interframes, the degree of
image impairment due to uncorrected errors depend
on the BER. If the individual image impairments
caused by channel errors are independent, then the
overall effect is the summation of individual impair-
ments. At higher error rates where separate errors can-
not be considered independent anymore, we observe
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a decreasing influence of the BER. We notice that in a
bitstream, a sequence of L bits will be decoded erro-
neously if one of the bits is incorrect due to a channel
error. The probability of any bit being decoded erro-
neously is then

PE(BER,L) = 1− (1− BER)L. (18)

Note that this model describes the behavior related
to dependencies between consecutive bits in the bit-
stream and does not assume any packetization. The
value of L is therefore found by curve-fitting and not
by an analysis of the data stream structure. Clearly,
the value of L will be influenced by the implementa-
tion specifics such as resync markers. We interpret L
as a value for the effective packet length, that is, the
amount of data is lost after a single bit error as if an
entire data packet of length L is lost due to an uncor-
rected error. This model for PE corresponds very well
with the observed channel-induced distortion behav-
ior, so we postulate

De ∼ PE =
(
1− (1− BER)L

)
, (19)

where parameter L was typically found to be in the or-
der of 200 for intraframes and of 1000 for interframes.

(2) For intraframes, the degree of image impairment due
to uncorrected errors does not only highly depend on
the amount of variance of the original signal but also
on the amount of quantization distortion. The expres-
sion VAR[Xi] − Dq(ri) represents the amount of vari-
ance that is encoded; the higher the distortion Dq(ri),
the less information is encoded. We observe that if
Dq(ri) increases, the effect of residual channel errors
decreases. Clearly, at ri = 0, nothing is encoded in
this frame and the distortion equals the variance. At
ri 
 0, Dq ≈ 0, there is no quantization distortion, all
information is encoded and will be susceptible to bit
errors. We therefore postulate

De
(
ri, BER

) ∼ VAR
[
Xi
]−Dq

(
ri
)
. (20)

(3) For interframes, we did not observe a statistically sig-
nificant correlation between the quantization distor-
tion (i.e., the bit rate) and the image impairment due
to channel errors. We assume that the image impair-
ment is only related to the variance of the frame differ-
ence, thus, here we do not take into account the quan-
tization distortion:

De
(
ri, BER

) ∼ VAR
[
Xi − Xi−1

]
. (21)

These empirical observations lead us to postulate the fol-
lowing aggregated model of the channel-induced distortions
for an intraframe:

De(ri, BER) = VAR[X̃i − Xi]

= αPE(BER,LI)
(

VAR
[
Xi
]−Dq

(
ri
))

,
(22)
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Figure 8: Plot of the normalized distortion D̃e(ri)/
(VAR[Xi]− D̃q(ri)) versus BER for the first intraframe of Car-
phone (shown by �). The dashed line corresponds to the simple
model PE = BER with α = 255.2; the solid line to the model
PE = 1− (1− BER)202 with α = 1.29.

and for one interframe:

De(ri, BER) = βPE(BER,LP) VAR
[
Xi − Xi−1

]
. (23)

Here, PE(BER,L) is given by (18) and LI and LP are the effec-
tive packet lengths for intraframes and interframes, respec-
tively. The constants α and β determine to which extent an
introduced bit error distorts the picture and need to be found
empirically.

For intraframes, De(ri, BER) depends on BER and on the
variance VAR[Xi] − Dq(ri). Two figures show the curve fit-
ting on this two-dimensional function. Both figures show the
results of encoding one frame at different bit rates (ranging
from 0.05 to 2.0 bpp) and at different BERs (ranging from
10−3 to 10−6), where bit errors were injected in the encoded
bitstream randomly. Since we wish to predict the average be-
havior, we calculated the average distortions of 1000 runs for
each setting as follows.

(1) Figure 8 shows the average D̃e divided by VAR[Xi]−D̃q

as a function of BER. The dashed line corresponds to
a line fitted with PE = BER and α = 255.2. We ob-
serve that it deviates at higher BER. The solid line cor-
responds to PE = 1 − (1 − BER)LI with an effective
packet length LI = 202 and α = 1.29, which gives a
better fit.

(2) Figure 9 shows D̃e divided by PE(BER,LI = 202) as
a function of VAR[Xi] − D̃q. The fitted line crosses
the origin. Clearly, this model does not fit these
measurements extremely well because the effect of
Dq(ri) is very unpredictable. On the other hand, be-
cause the model catches the coarse behavior, we still
can incorporate the effect that Dq(ri) has on the
channel-induced distortion. For other sources (Fore-
man, Susie), we observe a similar behavior.
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Figure 9: Plot of VAR[Xi] − D̃q(ri) versus the normalized distor-
tion D̃e(ri, BER)/PE(BER,LI) (shown by �) for the first intraframe
of Carphone. The error bars represent the standard deviation over
1000 runs of the experiment. The solid line represents our model
De(ri, BER)/PE(BER,LI) = α(VAR[Xi]−Dq(ri)).
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Figure 10: Plot of the normalized channel-induced distortion
D̃e(ri, BER)/VAR[Xi − Xi−1] versus BER (shown by �). The values
are averaged over the first ten interframes of Carphone. The dashed
line corresponds to the model PE = BER, and the solid line corre-
sponds to the model PE = 1− (1− BER)876 with α = 0.51.

Finally, for interframes,De(ri, BER) only depends on BER
and on the constant factor VAR[Xi − Xi−1]. Figure 10 shows
the average D̃e divided by VAR[Xi − Xi−1] versus the BER.
The resulting curve corresponds to PE = 1 − (1 − BER)LP

with LP = 876. Here, we found β = 0.51.

4.3.1. Error propagation in interframes

Due to the recursive structure of the interframe coder, de-
coding errors introduced in a frame will cause temporal error

propagation [9, 14]. Since (5) and (6) tries to minimize the
distortion over a whole GOP, we have to take this propaga-
tion into account for each frame individually. In [9], a high-
level model was proposed to describe the error propagation
in motion-compensated DCT-based video encoders includ-
ing a loop filter. We adopted the λ factor which describes an
exponential decay of the propagated error, but we discarded
the γ factor which models propagation of errors in motion-
compensated video, yielding

De
(
ri, BER

) = (1− λ)De
(
ri−1, BER

)
+ β

(
1− (1− BER)LP

)
VAR

[
Xi − Xi−1

]
.
(24)

Our observations are that this is an accurate model al-
though the propagated errors decay only slightly. For in-
stance, for the Carphone sequence, we found that λ = 0.02
(not shown here). In a coder where loop filtering is used to
combat error propagation, this factor is much higher [9].

5. MODEL VALIDATION

We have now defined all models needed to solve (5) and (6).
Assuming we know the variances VAR[Xi], VAR[Xi − Xi−1],
the parameters for the functions f (r), g(r), and the model
parameters κ, LI, LP, α, and β, we can minimize (5) and (6)
using these models. Note that since in principle each frame
can have its own RD function, the function will get the addi-
tional parameter i to signify that

DGOP = 1
N

N−1∑
i=0

{
Dq
(
ri|i
)

+ De
(
ri, BER |i)},

Dq
(
r0|i = 0

) = VAR
[
X0
]
2 f (r0|0), for i = 0,

De
(
r0, BER |i = 0

)
= α

(
1− (1− BER)LI

)(
VAR

[
X0
]−Dq

(
r0|0

))
, for i > 0,

Dq
(
ri|i
) = (VAR

[
Xi − Xi−1

]
+ κDq

(
ri−1|i− 1

))
2g(ri|i), for i > 0,

De
(
ri, BER |i) = (1− λ)De

(
ri−1, BER |i)

+ β
(
1− (1− BER)LP

)
VAR

[
Xi − Xi−1

]
,

for i > 0.
(25)

In this section, we will verify these models by encoding
a sequence of frames with different bit rate allocations and
compare the measured distortion and the predicted distor-
tion. Furthermore, we will introduce bit errors in the bit-
stream and verify the prediction of the distortion under error
prone channel conditions. As mentioned in the introduction,
in this paper, we do not optimize (5) and (6) using the mod-
els (25)—as would be required in a real-time implementa-
tion. Instead, we aim to show that it is possible to predict the
overall distortion for a GOP under a wide range of channel
conditions. We will show that a setting forN and ri optimized
with our behavior models (25) indeed yields a solution that
is close to the measured minimum.
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Figure 11: For each possible bit rate assignment, the cross (×)
shows the measured distortion D̃GOP horizontally and the predicted
distortion DGOP vertically. The line represents the points where the
measurements would match the predicted distortion.

To validate our model, we will compare the measure-
ments of the overall distortion of a GOP with the predic-
tions made with our model (25). We used the JPEG2000 en-
coder/decoder as our video coder (Figure 2), and encoded
the Carphone sequence. In the first experiment, a GOP of
ten frames was encoded with different bit rate allocations.
No residual channel errors are introduced. In the second ex-
periment, random bit errors were introduced in the encoded
bitstream to simulate an error prone channel. In the third
experiment, we addressed the issue of finding the optimal
GOP length. In all these experiments, we used the models
(25) and the parameters we have obtained in Section 4 for the
first ten frames of Carphone. In the last experiment, we used
our models to optimize the settings for a whole sequence. We
compare optimizing the settings with our models and with
two other simple rate allocations. Furthermore, we have in-
vestigated the gain that can be achieved if the RD curves are
known for each individual frame instead of the average RD
curves.

5.1. Optimal rate allocation

In this experiment, no residual channel errors were present
(BER = 0) and the average bit rate available for each frame
was 0.2 bpp. To each frame, we assigned bit rates varying
from 0.1, 0.2, 0.3 to 1.1 bpp, while keeping the average bit rate
constant at 0.2 bpp. The GOP length was set to 10. The total
number of possible bit rate allocations with these constraints
is 92378.

A GOP of ten frames was encoded with each of these bit
rate allocations. We then measured the overall distortion de-
noted by D̃GOP and compared that with the predicted dis-
tortion DGOP (using (4), (10), and (15)). Figure 11 shows
the results. All points were plotted with the measured dis-
tortion D̃GOP on the horizontal axis. The vertical axis shows
the predicted distortion DGOP. The straight line corresponds
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Figure 12: Selection of 20 bit rate assignments when BER = 32 ·
10−6. For each case the cross (×) shows the measured distortion
D̃GOP horizontally and the predicted distortion DGOP vertically. The
solid line represents the points where the predicted distortion and
the measured distortion would match.

to the points where the prediction matches the measured val-
ues. Points under this line underestimate the measured over-
all distortion and the points above the line overestimate the
measured overall distortion. The region we are interested in
is located in the lower left area where the bottom-most point
represents the bit rate allocation that minimizes our model,
DGOP (25). The cloud shape gives good insight in the predic-
tive strength of the model since the points are never far off
the corresponding measured distortion.

As we can see in Figure 11, the predicted distortion and
the measured distortion correspond well over the whole
range of bit rate allocations. Note that although it is not pos-
sible with these proposed behavior models to find the exact
values of ri yielding the minimal measured distortion (we
only know the exact distortion after encoding and decod-
ing), the predicted minimal distortion is close to the mea-
sured minimum distortion. We use the following metrics to
express the performance of the model: the relative error

ε1 = E
[
DGOP − D̃GOP

D̃GOP

]
· 100%, (26)

and the standard deviation of the relative error:

ε2 = std
[
DGOP − D̃GOP

D̃GOP

]
· 100%. (27)

For this experiment, ε1 = 3.2%, which means that we
slightly overestimated all distortions; ε2 = 5.7%, which
means that on average our predictions were within 3.2−5.7 =
−2.5% and 3.2 + 5.7 = 8.9% around the measured values.

We can interpret this in terms of PSNR: an increase of the
error variance of 5.7% corresponds to a decrease of the PSNR
by 10 log 1.089 = 0.37 dB. This means that we predicted the
average quality with 0.37 dB accuracy.
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Figure 13: Selection of 20 bit rate assignments when BER = 1024 ·
10−6. For each case, the cross (×) shows the measured distortion
D̃GOP horizontally and the predicted distortion DGOP vertically. The
solid line represents the points where the predicted distortion and
the measured distortion would match.

5.2. Optimal rate allocation for a channel
with residual errors

When residual channel errors were introduced, the same ex-
periment yielded different results at different runs because of
the randomness of bit errors. Therefore, for each rate alloca-
tion, the coding should be done at least a thousand times and
the measured distortion values should be averaged. Analyz-
ing each bit allocation with such accuracy is very demanding
in terms of computing time, therefore, we selected twenty
cases uniformly distributed from the 92378 rate allocations
to gain sufficient insight in the predictive power of the be-
havior models.

For this experiment, we chose BER = 32·10−6. Figure 12
shows the measured average distortion D̃GOP and the pre-
dicted distortion DGOP for the 10-frame case. Now, the rel-
ative error is ε1 = 2.0% and ε2 = 3.7%.

Note that in these simulations, we did not use any special
settings of a specific video coder and we used no error con-
cealment techniques other than the standard JPEG2000 error
resilience. Because of the combination of wavelet transforms
and progressive bit plane coding in JPEG2000, in most cases
the bit errors only caused minor distortions in the higher
spatial frequencies. However, sometimes a lower spatial fre-
quency coefficient was destroyed yielding a higher distortion.

Any individual random distortion can differ greatly from
the predicted one. Because large distortions are less likely to
occur than small distortions, our model gives a boundary on
the resulting distortion. We measured that for 88.0% of the
cases, the measured distortion was lower than the predicted
value.

We then changed our BER to 1024·10−6. Figure 13 shows
the measured and the predicted distortions. For this high
BER, the relative performance metrics were still good, ε1 =

0.31% and ε2 = 3.6%. Note that these relative metrics are
similar to the case without channel errors. This means that
on the average, although the channel-error distortion is hard
to predict, our model is still able to make good predictions
of the average distortion even under error prone conditions.
Apparently, the average De part of the total distortion is very
predictable, this is probably due to the good error resilience
of the JPEG2000 encoder we used.

5.3. Selection of the optimal GOP length

In the previous experiments, the optimal bit rate allocation
was selected for each frame. This experiment deals with se-
lecting the optimal GOP lengthN . The same constraints were
used as in the previous experiment, but now the GOP length
varied from 1 to 10.

Figure 14 shows for each GOP length from 1 to 10 the
bit rate allocations for BER = 0. Observe that the average
bit rate of 0.2 bpp per frame is spread out over each frame
in the GOP to obtain a minimal overall distortion DGOP. The
last case (N = 10) corresponds to the bottom-most point in
Figure 11.

Figure 15 shows the predicted overall distortion DGOP

and measured overall distortion D̃GOP for each of these bit
rate allocations. Following our criterion (5) and (6), the op-
timal GOP length is N = 8. Since interframes are used, we
expect that using larger GOPs gives lower distortions. This
is generally true, but in these experiments we did not cover
the whole solution space since we used increments of 0.1 bpp
for the bit rates. With this limited resolution, we may find
suboptimal solutions.

Figure 16 shows the result of a simulation where N var-
ied from 1 to 15. In this simulation we only used our models
to predict the distortion; the corresponding measurements
were not carried out due to computational limitations (there
are 600 000 combinations of rate allocations when bit rates
ri ∈ {0.1, 0.2, . . . , 1.6} are used). The distortions were again
minimized with an average bit rate constraint of 0.2 bpp.
The points correspond to the minimum achievable distor-
tion DGOP at each GOP length. We see that for N > 6, the
average distortion did not substantially decrease anymore, so
larger GOP lengths would not improve the quality greatly.
Figure 16 also shows the results of the simulations for BER =
{32 · 10−6, 256 · 10−6, 512 · 10−6}. Note that at some point,
the accumulated channel-induced distortion becomes higher
than the gain we obtain from adding another interframe. At
this point, the internal controller should decide to encode a
new intraframe to stop the error propagation.

5.4. Optimal rate allocation for whole sequences

In this experiment, we used our models and our optimiza-
tion criterion to optimize the settings for the whole sequence
of Carphone.

We have compared the measured distortion with two
other simple rate allocation methods.

(1) The rates and GOP length settings are obtained us-
ing our models and optimization criterion with the
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Figure 14: Bit rate allocations for BER = 0. Every plot corresponds to a GOP length running from N = 1 to 10. Within each plot, for each
frame, the bit rate allocation that minimizes DGOP is shown and the average bit rate of r is 0.2 bpp.
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Figure 15: Minimized distortion DGOP (—) and D̃GOP (×) for GOP
lengths between 1 and 10 and for an average bit rate of r = 0.2 bpp.

constraints that Nmax = 10 and the average bit rate is
0.2.

(2) Every frame has the same fixed bit rate r = 0.2. The
GOP length is obtained using our models and opti-
mization criterion.

(3) Every frame has the same fixed bit rate r = 0.2. The
GOP length has a fixed value of 10.
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Figure 16: Minimized distortion DGOP for GOP lengths between 1
and 15, for different BERs, and an average bitrate of r = 0.2 bpp.

These methods were applied to the Carphone and the Susie
sequences for BER = 0, BER = 128 · 10−6, and BER =
512 · 10−6. The results are shown in Table 1. For Carphone,
method (1) is clearly better than method (3). Method (2) and
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Table 1: Comparison between different rate allocation methods.

Case Method
Distortion

1 2 3

Carphone BER = 0 76.6 91.1 90.6

Carphone BER = 128 · 10−6 136.8 161.3 161.1

Carphone BER = 512 · 10−6 397.7 408.4 410.4

Susie BER = 0 28.6 28.9 28.9

Susie BER = 128 · 10−6 47.4 49.6 59.5

Susie BER = 512 · 10−6 116.4 117.1 151.2

method (3) perform more or less the same. When bit errors
are introduced, method (1) still outperforms the other two.
For Susie, method (1) also outperforms the other two. When
bit errors are present, method (2) (just adapting the GOP
length) greatly outperforms method (3). We conclude that
the performance of our method depends heavily on whether
the characteristics of the source are changing over time or
not. It seems that either optimizing the GOP length or the
bit rates decreases the distortion as opposed to method (3).

Finally, we have investigated whether using RD param-
eters for each individual frame instead of average RD pa-
rameters, indeed gives a significant increase of the perfor-
mance. We compared the case where for each individual
frame the corresponding RD function is used for optimiza-
tion (case 1), and the case where one average RD function
is used for the whole sequence (case 2). For Carphone, we
measured the following: for case 1, the average distortion
D = 76.5, for case 2, D = 91.0. This means that signifi-
cant gains can be expected when the RD curves are known
for each frame. Of course in practice this is not possible. On
the other hand, since consecutive frames look alike, we be-
lieve that an adaptive method to obtain the RD curves from
previous frames could give significant gains. For Susie we
have similar results. For case 1, D = 28.6, and for case 2,
D = 47.9.

6. DISCUSSION

In this paper, we introduced a behavior model that predicts
the overall distortion of a group of pictures. It incorporates
the structure and prediction scheme of most video coders
to predict the overall distortion on a frame-per-frame ba-
sis. Furthermore, the model corrects for statistical dependen-
cies between successive frames. Finally, our model provides a
way to predict the channel-induced distortion when residual
channel errors are present in the transmitted bit steam.

Although the deviation of the model predicted distortion
from the measured distortion can become substantial, with
this model we can still compare different settings and select
one likely to cause the smallest distortion.

Our models are designed to closely follow the behavior of
the encoder, given the characteristics of the video data, and to
make an accurate prediction of the distortion for each frame.
These predictions are made before the actual encoding of the

entire group of pictures. To predict the average distortion, we
need to know the variance of each frame and the variance of
the frame difference of the consecutive original frames. We
also need two parameterized rate distortion curves and six
other parameters (κ, α, β, LI, LP, and λ).

In our experiments—some of which were shown in this
paper—we noticed that these parameters do not change
greatly between consecutive group of pictures, therefore they
can be predicted recursively from the previous frames that
have already been encoded. On the other hand, we have
shown that significant gains can be expected when the rate
distortion parameters are obtained adaptively and no aver-
age rate distortion curves are used. The factors κ, α, β, LI, LP,
and λ do not depend greatly on the source data, but rather
on the coder design, and thus may be fixed for a given video
encoder.

After obtaining the frame differences, the distortion can
be predicted before the actual encoding takes place. This
makes the model suitable for rate control and constant bit
rate coding as well as for quality of service controlled en-
coders. Although this paper focused on rate allocation of en-
tire frames rather than on macroblocks, all models can be
generalized for use at the macroblock level.
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A new integrated framework for source and channel rate allocation is presented for video coding and transmission over wireless
channels without feedback channels available. For a fixed total channel bit rate and a finite number of channel coding rates, the
proposed scheme can obtain the near-optimal source and channel coding pair and corresponding robust video coding scheme
such that the expected end-to-end distortion of video signals can be minimized. With the assumption that the encoder has the
stochastic information such as average SNR and Doppler frequency of the wireless channel, the proposed scheme takes into ac-
count robust video coding, channel coding, packetization, and error concealment techniques altogether. An improved method is
proposed to recursively estimate the end-to-end distortion of video coding for transmission over error-prone channels. The pro-
posed estimation is about 1–3 dB more accurate compared to the existing integer-pel-based method. Rate-distortion-optimized
video coding is employed for the trade-off between coding efficiency and robustness to transmission errors.
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1. INTRODUCTION

Multimedia applications such as video phone and video
streaming will soon be available in the third generation (3G)
wireless systems and beyond. For these applications, delay
constraint makes the conventional automatic repeat request
(ARQ) and the deep interleaver not suitable. Feedback chan-
nels can be used to deal with the error effects incurred in im-
age and video transmission over error-prone channels [1],
but in applications such as broadcasting services, there is
no feedback channel available. In such cases, the optimal
trade-off between source and channel coding rate allocations
for video transmission over error-prone channels becomes
very important. According to Shannon’s separation theory,
these components can be designed independently without
loss in performance [2]. However, this is based on the as-
sumption that the system has an unlimited computational
complexity and infinite delay. These assumptions are not
satisfied in delay-sensitive real-time multimedia communi-
cations. Therefore, it is expected that joint considerations
of source and channel coding can provide performance im-
provement [3, 4].

Most of the joint source and channel coding (JSCC)
schemes have been focusing on images and sources with ideal
signal models [4, 5]. For video coding and transmission,
many works still keep the source coding and channel cod-
ing separate instead of optimizing their parameters jointly
from an overall end-to-end transmission point of view [6, 7].
Some excellent reviews about robust video coding and trans-
mission over wireless channels can be found in [8, 9]. In
[10], a JSCC approach is proposed for layered video cod-
ing and transport over error-prone packet networks. It pre-
sented a framework which trades video source coding effi-
ciency off for increased bitstream error resilience to optimize
the video coding mode selection with the consideration of
channel conditions as well as error recovery and concealment
capabilities of the channel codec and source decoder, respec-
tively. However, the optimal source and channel rate alloca-
tion and corresponding video macroblock (MB) mode selec-
tion have to be selected through simulations over packet-loss
channel models. In [11], a parameterized model is used for
the analysis of the overall mean square error (MSE) in hybrid
video coding for the error-prone transmission. Models for
the video encoder, a bursty transmission channel, and error
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propagation at the video decoder have been combined into
a complete model of the entire video transmission system.
However, the model for video encoder involves several pa-
rameters and the model is not theoretically optimal because
of the use of random MB intramode updating, which does
not consider the different motion activities within a video
frame to deal with error propagation. Furthermore, the mod-
els depend on the distortion-parameter functions obtained
through ad hoc numerical models and simulations over spe-
cific video sequences, which also involves a lot of simulation
efforts and approximation. The authors of [12] proposed
an operational rate-distortion (RD) model for DCT-based
video coding incorporating the MB intra–refreshing rate and
an analytic model for video error propagation which has rel-
atively low computational complexity and is suitable for real-
time wireless video applications. Both methods in [11, 12]
focus on the statistical model optimization for general video
sequence, which is not necessarily optimal for a specific video
sequence because of the nonstationary behavior across differ-
ent video sequences.

In this paper, we propose an integrated framework to
obtain, the near-optimal source and channel rate alloca-
tion, and the corresponding robust video coding scheme
for a given total channel bit rate with the knowledge of the
stochastic characteristics of the wireless fading channel. We
consider the video coding error (quantization and mode
selection of MB), error propagation, and concealment ef-
fects at the receiver due to transmission error, packetiza-
tion, and channel coding in an integrated manner. The con-
tributions of this paper are the following. First, we present
an integrated system design method for wireless video com-
munications in realistic scenarios. This proposed method
takes into account the interactions of fading channel, chan-
nel coding and packetization, and robust video coding in
an integrated, yet simple way, which is an important sys-
tem design issue for wireless video applications. Second, we
propose an improved video distortion estimation which is
about 1–3 dB peak signal-to-noise ratio (PSNR) more ac-
curate than the original integer-pel-based method (IP) in
[13] for half-pel-based video coding (HP), and the compu-
tational complexity in the proposed method is less than that
in [13].

The rest of the paper is organized as follows. Section 2
describes first the system to be studied, then the packetiza-
tion and channel coding schemes used. We also derive the
integrated relation between MB error probability and chan-
nel coding error probability given the general wireless fad-
ing channel information such as average signal-to-noise ra-
tio (SNR) and Doppler frequency. Section 3 presents the im-
proved end-to-end distortion estimation method for HP-
based video coding. Simulations are performed to com-
pare the proposed method to the IP-based method in [13].
Then we employ RD-optimized video coding scheme to op-
timize the end-to-end performance for each pair of source
and channel rate allocation. Simulation results are shown in
Section 4 to demonstrate the accuracy of the proposed end-
to-end distortion estimation algorithm under different chan-
nel characteristics. Conclusions are stated in Section 5.

f
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f̂

rc

r

f̃

H.263
encoder

Channel
coder

Channel

Channel
decoder

H.263
decoder

Figure 1: Joint source and channel video coding.

2. PROBLEM DEFINITION AND INTEGRATED
SYSTEM STRUCTURE

The problem to be studied is illustrated in Figure 1 which can
be specified by five parameters (r, rc, ρ, fd,F): r is the total
channel bit rate, rc is the channel coding rate, ρ is the aver-
age SNR at the receiver, fd is the Doppler frequency of the
fading channel targeted, and F is the video frame rate. H.263
[14] is used for video coding. A video sequence denoted as
f s
l , where s = (x, y), 1 ≤ x ≤ X , 1 ≤ y ≤ Y , is the pixel spa-

tial location and l = 1, . . . ,L is the frame index, is encoded
at the bit rate rs = r × rc b/s and the frame rate F f/s with
the MB error probability PMb = f (ρ, fd, rc) that will be de-
tailed next. The resulted H.263 bitstream is packetized and
protected by forward error correction (FEC) channel coding
with the coding rate rc. The resulted bitstream with rate r b/s
is transmitted through wireless channels characterized by ρ
and fd. The receiver receives the bitstream corrupted by the
channel impairment, then reconstructs the video sequence
f̃ s
l after channel decoding, H.263 video decoding, and pos-

sible error concealment if residual errors occur. The end-to-
end MSE between the input video sequence at the encoder
and the reconstructed video sequence at the decoder is de-
fined as

DE
(
rs, rc

) = 1
XYL

X∑
x=1

Y∑
y=1

L∑
l=1

E
{[

f
(x,y)
l − f̃

(x,y)
l

(
rs, rc

)]2
}
.

(1)

For the video system in Figure 1, there are two tasks to be per-
formed with the five given system parameters (r, rc, ρ, fd,F).
First, we need to decide how to allocate the total fixed bit rate
r to the source rate rs = r × rc to minimize the end-to-end
MSE of the video sequence. Furthermore, the video encoder
should be able to, for a source/channel rate allocation (rs, rc)
with residual channel decoding failure rate denoted as pw(rc),
select the coding mode and quantizer for each MB to mini-
mize the end-to-end MSE of the video sequence. The goal is
to obtain the source/channel rate pair (r∗s , r∗c ) and the corre-
sponding robust video coding scheme to minimize (1).

In practical applications, there are only finite number of
source/channel pairs available. We can find the robust video
encoding schemes for each rate pair (rs, rc) that minimizes
(1) and denote the minimal end-to-end MSE obtained as
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D∗E (rs, rc), then the optimal source/channel rate pair (r∗s , r∗c )
and the corresponding video coding scheme can be obtained
as

(
r∗s , r∗c

) = argmin
(rs,rc)

D∗E
(
rs, rc

)
. (2)

For each pair (rs, rc), we use RD-optimized video coding
scheme to trade off between the source coding efficiency
and robustness to error propagation. An improved recursive
method which takes into account the interframe prediction,
error propagation, and concealment effect is used to esti-
mate the end-to-end MSE frame by frame. In this paper, the
wireless fading channel is modeled as a finite-state Markov
chain (FSMC) model [15, 16, 17], and the Reed-Solomon
(RS) code is employed for forward error coding.

2.1. Modeling fading channels using finite-state
Markov chain

Gilbert and Elliott [15, 16] studied a two-state Markov chan-
nel model, where each state corresponds to a specific chan-
nel quality. This model provides a close approximation for
the error rate performance of block codes on some noisy
channels. On the other hand, when the channel quality
varies dramatically such as in a fast Doppler spread, the two-
state Gilbert-Elliott model becomes inadequate. Wang and
Moayeri extended the two-state model to an FSMC model
for characterizing the Rayleigh fading channels [17]. In [17],
the received SNR is partitioned into a finite number of in-
tervals. Denote by 0 = A0 < A1 < A2 < · · · < AK = ∞
the SNR thresholds of different intervals, then if the received
SNR is in the interval [Ak,Ak+1), k ∈ {0, 1, 2, . . . ,K − 1}, the
fading channel is said to be in state Sk. It turns out that if
the channel changes slowly and is properly partitioned, each
state can be considered as a steady state, and a state transition
can only happen between neighboring states. As a result, a
fading channel can be represented using a Markov model if
given the average SNR ρ and Doppler frequency fd.

2.2. Performance analysis of RS code over finite-state
Markov channel model

RS codes possess maximal minimum distance properties
which make them powerful in correcting errors with arbi-
trary distributions. For RS symbols composed of m bits, the
encoder for an RS(n, k) code groups the incoming bitstream
into blocks of k information symbols and appends n − k re-
dundancy symbols to each block. So the channel coding rate
is rc = k/n. For an RS(n, k) code, the maximal number of
symbol errors that can be corrected is t = �(n− k)/2�. When
the number of symbol errors is more than t, RS decoder re-
ports a flag to notify that the errors are uncorrectable. The
probability that a block cannot be corrected by RS(n, k), de-
noted as a decoding failure probability pw(n, k), can be cal-
culated as

pw(n, k) =
n∑

m=t+1

P(n,m), (3)

where P(n,m) denotes the probability of m symbol errors
within a block of n successive symbols. The computation of
P(n,m) for FSMC channel model has been studied before
(see [16, 18]).

2.3. Packetization and macroblock error
probability computation

We use baseline H.263 video coding standard for illustration.
H.263 GOB/slice structure is used where each GOB/slice is
encoded independently with a header to improve resynchro-
nization. Denoting by Ns the number of GOB/slice in each
frame, the RS(n, k) code block size n (bytes) is set to

n =
⌈

r

8 · F ·Ns

⌉
(4)

such that each GOB/slice is protected by an RS codeword in
average, where �x� is the smallest integer larger than x. No
further alignment is used. In case of decoding failure of an
RS codeword, the GOBs (group of blocks) covered by the RS
code will be simply discarded and followed by error conceal-
ment. If a GOB is corrupted, the decoder simply drop the
GOB and performs a simple error concealment as follows:
the motion vector (MV) of a corrupted MB is replaced by
the MV of the MB in the GOB above. If the GOB above is
also lost, the MV is set to zero, then the MB is replaced by
the corresponding MB at the same location in the previous
frame. To facilitate error concealment at the decoder when
errors occur, the GOBs which are indexed by even numbers
are concatenated together, followed by concatenated GOBs
indexed by odd numbers. By using this alternative GOB orga-
nization, the neighboring GOBs are normally not protected
within the same RS codeword. Thus, when a decoding fail-
ure occurs in one RS codeword, the neighboring GOBs will
not be corrupted simultaneously, which helps the decoder to
perform error concealment using the neighboring correctly
received GOB.

In order to estimate the end-to-end distortion, we need
to model the relation between video MB error probability
PMB(n, k) and RS(n, k) decoding failure probability pw(n, k),
that is,

PMB(n, k) ≈ α · pw(n, k). (5)

Since no special packetization or alignment is used, one RS
codeword may contain part of one GOB/slice or overlap
more than one GOB/slice. It is difficult to find the exact re-
lation between PMB(n, k) and pw(n, k) because the length of
GOB in each frame is varying. Intuitively, α should be be-
tween 1 and 2. Experiments are performed to find the suit-
able α. Figure 2 shows the experiment results of RS code-
word failure probability and GOB error probability over
Rayleigh fading channels. It turns out that α ≈ 1.5 is a good
approximation in average. For a source and channel code pair
(rs, rc) or RS(n, k), the channel code decoding failure proba-
bility pw(n, k) can be derived from ρ and fd as described in
Sections 2.1 and 2.2, then we have the corresponding video
MB error probability PMB(n, k) from (5). Based on the de-
rived MB error rate PMB(n, k), a recursive estimation method
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Figure 2: Simulated RS codeword failure rate (CFR), GOB loss rate, and the values of 1.5 + WER. (a) Rayleigh fading, SNR = 18 dB, QPSK,
and f d = 10 Hz. (b) Rayleigh fading, SNR = 18 dB, QPSK, f d = 100 Hz.

and an RD-optimized scheme are employed to estimate the
minimal end-to-end MSE of the video sequence and obtain
the corresponding optimized video coding scheme, which is
to be described in detail in the next section.

3. OPTIMAL DISTORTION ESTIMATION
AND MINIMIZATION

We first describe the proposed distortion estimation method
for both HP- and IP-based video coding over error-prone
channels. Simulations are performed to demonstrate the im-
proved performance of the proposed method. Then an RD
framework is used to select the coding mode and quantizer
for each MB to minimize the estimated distortion, given the
source rate rs, PMB which is derived as in Section 2, and the
frame rate F.

3.1. Optimal distortion estimation

Recently, modeling of error propagation effects have been
considered in order to optimally select the mode for each MB
to trade off the compression efficiency and error robustness
[11, 13, 19]. In particular, a recursive optimal per-pixel es-
timate (ROPE) of decoder distortion was proposed in [13]
which can model the error propagation and quantization dis-
tortion more accurately than other methods. But the method
in [13] is only optimal for the IP-based video coding. For
the HP case, the computation of spatial cross correlation be-
tween pixels in the same and different MBs is needed to ob-
tain the first and second moments of bilinear interpolated
HPs, the process is computationally prohibitive. Most of the
current video coding use the HP-based method to improve

the compression performance. We propose a modified recur-
sive estimate of end-to-end distortion that can take care of
both IP- and HP-based video coding.

The expected end-to-end distortion for the pixel f s
l at s =

(x, y) in frame l is

ds
l = E

{(
f s
l − f̃ s

l

)2
}

= E
{(

f s
l − f̂ s

l + f̂ s
l − f̃ s

l

)2
}

= ( f s
l − f̂ s

l

)2
+ 2

(
f s
l − f̂ s

l

)
E
(
f̂ s
l − f̃ s

l

)
+ E

{(
f̂ s
l − f̃ s

l

)2
}

,

(6)

where f̂ s
l is the quantized pixel value at s in frame l. Denote

es
l = f s

l − f̂ s
l as the quantization error, ês,v

l = f̂ s
l − f̂ s−v

l−1 as the
motion compensation error using MV v, and ẽs

l = f̂ s
l − f̃ s

l
as the transmission and error-propagation error. Assuming
that ẽs

l is an uncorrelated random variable with a zero mean,
which is a reasonable assumption when PMB is relatively low
as will be shown in the simulations later, we have

ds
l =

(
es
l

)2
+ E

{(
ẽs
l

)2
}
. (7)

We derive a recursive estimate of E{(ẽs
l )

2} for intra-MB and
inter-MB as follows.

Intramode MB

The following three cases are considered.

(1) With the probability 1− PMB, the intra-MB is received
correctly and then f̂ s

l = f̃ s
l . As a result, ẽs

l = 0.
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(2) With the probability (1−PMB)PMB, the intra-MB is lost
but the MB above is received correctly. Denoting by
vc = (xc, yc) the MV of the MB above, two cases of er-
ror concealment are considered depending on whether
vc is at the HP location or not.

(i) If vc is at the IP location, we have f̃ s
l = f̃ s−vc

l−1 .
Then after error concealment,

ẽs
l = f̂ s

l − f̃ s
l

= f̂ s
l − f̃ s−vc

l−1

= f̂ s
l − f̂ s−vc

l−1 + f̂ s−vc
l−1 − f̃ s−vc

l−1

= ês,vc
l + ẽs−vc

l−1 .

(8)

The clipping effect is ignored in the computa-
tion.

(ii) If vc is at the HP location, without loss of gen-
erality, assume that vc = (xc, yc) is at HP loca-
tion that is interpolated from four neighbour-
ing IP locations with MVs: v1

c = (�xc�, �yc�),
v2
c = (�xc�, �yc�), v3

c = (�xc�, �yc�), and v4
c =

(�xc�, �yc�), where �xc� and �xc� denote the
largest integer that is smaller than xc and the
smallest integer larger than xc, respectively. We

have f̃ s
l = ( f̃

s−v1
c

l−1 + f̃
s−v2

c

l−1 + f̃
s−v3

c

l−1 + f̃
s−v4

c

l−1 )/4 and

ẽs
l = f̂ s

l − f̃ s
l

= f̂ s
l − f̃

s−v1
c

l−1

4
+

f̂ s
l − f̃

s−v2
c

l−1

4

+
f̂ s
l − f̃

s−v3
c

l−1

4
+

f̂ s
l − f̃

s−v4
c

l−1

4

= ê
s,v1

c

l + ê
s,v2

c

l + ê
s,v3

c

l + ê
s,v4

c

l

4

+
ẽ

s−v1
c

l−1 + ẽ
s−v2

c

l−1 + ẽ
s−v3

c

l−1 + ẽ
s−v4

c

l−1

4
.

(9)

(3) With the probability P2
MB, both the current MB and the

MB above are lost. The MB in the previous video frame
at the same location is repeated, that is, vc = 0 = (0, 0):

ẽs
l = f̂ s

l − f̃ s
l

= f̂ s
l − f̃ s

l−1

= f̂ s
l − f̂ s

l−1 + f̂ s
l−1 − f̃ s

l−1

= ês,0
l + ẽs

l−1.

(10)

Combining all of the cases together, we have the following
results.

(1) If vc is at the IP location, then

EIntra

{(
ẽs
l

)2
}
= (1− PMB

)
PMB

{(
ês,vc
l

)2
+ E

[(
ẽs−vc
l−1

)2
]}

+ P2
MB

{(
ês,0
l

)2
+ E

[(
ẽs
l−1

)2
]}

.
(11)

(2) If vc is at the HP location in both x and y dimensions,
then

EIntra

{(
ẽs
l

)2
}

=(1− PMB
)
PMB

×



(
ê

s,v1
c

l + ê
s,v2

c

l + ê
s,v3

c

l + ê
s,v4

c

l

4

)2

+
E
[(
ẽ

s−v1
c

l−1

)2
]
+E
[(
ẽ

s−v2
c

l−1

)2
]
+E
[(
ẽ

s−v3
c

l−1

)2
]
+E
[(
ẽ

s−v4
c

l−1

)2
]

16




+ P2
MB

{(
ês,0
l

)2
+ E

[(
ẽs
l−1

)2
]}

.

(12)

The cases when vc has only xc or yc at the HP location can be
obtained similarly.

Intermode MB

When an intermode MB is correctly received with the proba-
bility 1−PMB, the motion compensation error ês

l = f̂ s
l − f̂ s−v

l−1
and the MV v are received correctly and are reconstructed
from the previous reconstructed frame at the decoder. We
again consider two cases depending on whether v = (x, y) is
at the IP or HP location.

(1) If v is at the IP location, then f̃ s
l = ês

l + f̃ s−v
l−1 and

ẽs
l = f̂ s

l − f̃ s
l = f̂ s

l −
(
ês
l + f̃ s−v

l−1

)
= f̂ s

l − f̂ s−v
l−1 − ês

l︸ ︷︷ ︸
0

+ f̂ s−v
l−1 − f̃ s−v

l−1

= ẽs,v
l−1.

(13)

(2) If v = (x, y) is at the HP location in both x and y
dimensions, the prediction is interpolated from four
pixels with MVs: v1 = (�x�, �y�), v2 = (�x�, �y�),
v3 = (�x�, �y�), and v4 = (�x�, �y�). Then f̃ s

l =
ês
l + ( f̃ s−v1

l−1 + f̃ s−v2

l−1 + f̃ s−v3

l−1 + f̃ s−v4

l−1 )/4. We have

ẽs
l = f̂ s

l − f̃ s
l

= f̂ s
l −

(
ês
l +

f̃ s−v1

l−1 + f̃ s−v2

l−1 + f̃ s−v3

l−1 + f̃ s−v4

l−1

4

)

=
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f̂ s−v1

l−1 + f̂ s−v2

l−1 + f̂ s−v3

l−1 + f̂ s−v4

l−1

4
+ ês

l

)

−
(
ês
l +

f̃ s−v1

l−1 + f̃ s−v2

l−1 + f̃ s−v3

l−1 + f̃ s−v4

l−1

4

)

= ẽs,v1

l−1 + ẽs,v2

l−1 + ẽs,v3

l−1 + ẽs,v4

l−1

4
.

(14)

The results of the other MB loss cases are the same as that of
the intra-MB. We have the following two results.
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Figure 3: Comparison between HP- and IP-based distortion estimation in the HP video coding case (a) Foreman: r = 300 kbps, f = 30 f/s,
and PMB = 0.1. (b) Salesman: r = 300 kbps, f = 30 f/s, and PMB = 0.1.
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ẽs
l

)2
}
= (1− PMB

)
E
[(
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(2) If v and vc are at the HP location in both x and y di-
mensions, then
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The encoder can use the above procedures to recursively esti-
mate the expected distortion ds

l in (7), based on the accumu-

lated coding and error propagation effects from the previous
video frames and current MB coding modes and quantizers.
To implement the HP-based estimation, the encoder needs
to store an image for E{(ẽs

l )
2}; for the locations in which ei-

ther x or y is at HP, the value is obtained by scaling the sum
of the neighboring two values by 1/4, and for locations in
which both x and y are at HP precision, it is obtained by
scaling the sum of the neighboring four values by 1/16. It
should be noted that the scaling by 1/4 or 1/16 can be done
by simple bitshift. Both IP- and HP-based estimations need
the same memory size to store either two IP images, E{ fl}
and E{ f 2

l }, or one HP image, E{(ẽs
l )

2}, but E{(ẽs
l )

2} requires
smaller bitwidth/pel since it is an error signal instead of a
pixel value. The HP-based computational complexity is less
than the IP-based method since it only needs to compute
E{(ẽs

l )
2} instead of computing both E{ fl} and E{ f 2

l } in the
IP-based estimate.

We now compare the accuracy of the proposed HP-based
estimation to the original IP-based method (ROPE) in [13].
In the simulation, each GOB is carried by one packet. So
the packet loss rate is equivalent to the MB error probability
PMB. A memoryless packet loss generator is used to drop the
packet at a specified loss probability. QCIF sequences Fore-
man and Salesman are encoded by the Telenor H.263 en-
coder with the intra-MB fresh rate set to 4, that is, each MB
is forced to be intramode coded if it has not been intracoded
for consecutive four frames. The HP- and IP-based estimates
are compared to the actual decoder distortion averaged over
50 different channel realizations.

In Figure 3a, the sequence Foreman of 150 frames is
encoded with HP motion compensation at a bit rate of
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Figure 4: Average PSNR versus MB loss rate for HP- and IP-based
distortion estimation; Foreman: r = 300 kb/s and f = 30 f/s.

300 Kbps, frame rate of 30 f/s, and MB loss rate of 10%. In
Figure 3b, the sequence Salesman is encoded in the same way.
It can be noted that the HP-based estimation is more accu-
rate to estimate the actual distortion at the decoder compared
to the IP-based estimation. Figure 4 also shows the average
PSNR of the 150 coded frames with respect to MB loss rates
from 5% to 20%. When MB loss rate is as small as 5%, the
HP-based estimation is almost the same as the actual distor-
tion, while the IP-based method has about 3 dB difference.
The results is as expected since there is about 2–4 dB PSNR
difference between HP- and IP-based video coding efficiency
given the same bit rate. As the MB loss rate increases as large
as 20%, the HP-based estimation is about 1 dB better than
the actual distortion, while the IP-based estimation is about
2 dB worse. So the HP-based method is still 1 dB more ac-
curate than the IP-based method. The reason is that the er-
ror propagation effects play a more significant role when MB
loss rate gets larger, so the coding gain of the HP-based mo-
tion compensation is reduced. Also, the assumption in HP-
based method that the transmission and propagation errors
are not correlated and zero mean may become loose. For
practical scenarios, it is demonstrated that the HP-based esti-
mation outperforms the original IP-based method by about
1–3 dB.

3.2. Rate-distortion-optimized video coding

The quantizer step size and code mode for each MB in a
frame is optimized by an RD framework. Denote by bi, j,l
the MB at location (i, j) in frame l, where i ∈ {1, 2, . . . ,H}
and j ∈ {1, 2, . . . ,V}. Let qi, j,l ∈ Q, Q = {1, 2, . . . , 32}, be
the quantizer parameter for bi, j,l, and let mi, j,l ∈ M be the
encoding mode for bi, j,l, where M = {intra, inter, skip} is
the set of all admissible encoding modes. Denote by ci, j,l =

[qi, j,l,mi, j,l] ∈ C the encoding vector for bi, j,l, where C =
Q × M is the set of all admissible encoding vectors. For
each source/channel pair (rs, rc), we have the corresponding
PMB(n, k) from (5). The encoder needs to determine the cod-
ing mode and quantizer for each MB in total L frames to min-
imize the end-to-end MSE DE(rs,PMB) of the video sequence,
which is defined as

DE
(
rs,PMB

) = L∑
l=1

Dl
(
Rl,PMB

)
, (17)

where Rl is the number of bits used to encode frame l, its
maximal value is denoted as Rmax

l = rs/F + ∆l which is the
maximal number of bits available to encode frame l provided
by a frame level rate control algorithm with average rs/F and
buffer related variable ∆l. Moreover Dl(Rl,PMB) is the esti-
mated end-to-end MSE of frame l, l = 1, 2, . . . ,L, which can
be obtained as

Dl
(
Rl,PMB

) = H∑
i=1

V∑
j=1

D
(
ci, j,l,PMB

)
, (18)

where D(ci, j,l,PMB) is the end-to-end MSE of MB bi, j,l using
encoding vector ci, j,l and D(ci, j,l,PMB) can be computed from
ds
l as

D
(
ci, j,l,PMB

) = ∑
s∈bi, j,l

ds
l . (19)

Since there is dependency between neighboring interframes
because of the motion compensation, the optimal solution
of (17) has to be searched over CH×V×L, which is computa-
tionally prohibitive. We use greedy optimization algorithm,
which is also implicitly used in most JSCC video coding
methods such as [10, 11, 13], to find the coding modes and
quantizers for MBs in frame l that minimize Dl(Rl,PMB),
then find coding modes and quantizers for MBs in frame
l+1 that minimize Dl+1(Rl+1,PMB) based on the previous op-
timized frame l, and so on. The optimal pair (r∗s , r∗c ) and the
corresponding optimal video coding scheme can be found
such that

(
r∗s , r∗c

) = argmin
(rs,rc)

D∗E
(
rs,PMB

)
. (20)

The goal now is to optimally select the quantizers and encod-
ing modes on the MB level for a specific MB error rate PMB

and frame rate Rmax
l to trade off the source coding efficiency

and robustness to error. The notation of PMB and (rs, rc) is
dropped from now on unless needed.

The optimal coding problem for frame l can be stated as

min
CH×V

Dl =
H∑
i=1

V∑
j=1

D
(
cl,i, j

)
(21)

subject to
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Rl =
H∑
i=1

V∑
j=1

R
(
cl,i, j

) ≤ Rmax
l . (22)

Such RD-optimized video coding schemes have been
studied for noiseless and noisy channels recently [19, 20, 21,
22, 23, 24]. Using Lagrangian multiplier, we can solve the
problem by minimizing

Jl(λ) = Dl + λRl, (23)

where λ ≥ 0. For video coding over error-prone chan-
nels, GOB coding structure is used for H.263 video coding
over noisy channels with each GOB encoded independently.
Therefore, if the transmission errors occur in one GOB, the
errors will not propagate into other GOBs in the same video
frame.

For video coding over noiseless channels, the indepen-
dent GOB structure leads to the fact that the optimization
of (23) can be performed for each GOB separately. How-
ever, when considering RD-optimized video coding for noisy
channels, the MB distortion Di, j(ci, j ,PMB) depends not only
on the mode and quantizer of the current MB but also on the
mode of the MB above to take into account error conceal-
ment distortion. Therefore, there is a dependency between
neighboring GOBs for this optimization problem. We use
greedy optimization algorithm again to find the solution by
searching the optimal modes and quantizers from the first
GOB to the last GOB in each frame.

4. SIMULATION RESULTS

We first use a simple two-state Markov chain model for sim-
ulation to show the performance of the integrated source
and channel rate allocation and robust video coding scheme,
where the given channel stochastic knowledge is accurate.
Then simulations over Rayleigh fading channel is performed
to verify the effectiveness of the proposed scheme for practi-
cal wireless channels.

4.1. Two-state Markov chain channel

Simulations have been performed using base mode H.263
to verify the accuracy of the proposed integrated scheme.
In the simulations, the total channel signaling rate r equals
144 kbps, which is a typical rate provided in the 3G wireless
systems. Video frame rate is F = 10 f/s. The video sequence
used for simulation is Foreman in QCIF format. RS code over
GF(28) is used for FEC. The channel coding rate used are
{0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8}. The source and channel cod-
ing rates rs, rc and the corresponding RS code (n, k) are listed
in Table 1. A two-state Markov channel model [16] is used,
where the state transition is at the RS symbol level. The two
states of the model are denoted by G (good) and B (bad). In
state G, the symbols are received correctly (eg = 0) whereas
in state B, the symbols are erroneous (eb = 1). The model is
fully described by the transition probabilities p from state G
to state B, and q from state B to state G. We use the probabil-

ity of state B:

PB = p

p + q
, (24)

and the average bursty length:

LB = 1
q

, (25)

which is the average number of consecutive symbol errors to
model the two-state Markov model [11, 16].

The simulations are performed through the following
steps.

(i) For each channel coding rate rc (or RS(n, k)) in each
column of Table 1, the RS code decoding failure rate
pw(n, k) is computed using (3) for a given two-state
Markov channel model. The results for different rc and
channel models are shown in Table 2.

(ii) The corresponding video MB error rate PMB(rc) is ob-
tained using (5), where α = 1.5.

(iii) For each source rate rs = r × rc and the correspond-
ing PMB(rc), the RD-optimized H.263 video coding
is employed while estimating the end-to-end MSE
D∗E (rs, rc).

(iv) The H.263 bitstream is packetized and protected us-
ing RS(n, k), and then transmitted over the two-state
Markov channel model.

(v) The receiver receives the bitstream, reconstructs the
video sequence after the FEC decoding, and performs
the H.263 decoding and possible error concealment if
errors occur. The distortion for each simulation run
between the original video sequence and the recon-
structed video sequence at the receiver is also com-
puted.

The average estimated PSNR, PSNRE, of video signals is
used to measure the performance:

PSNRE
(
rs, rc

) = 1
L

L∑
l=1

PSNRl
E

(
rs, rc

)
, (26)

where

PSNRl
E

(
rs, rc

) = 10 log10
2552

D∗E
(
rs, rc

) (27)

is the estimated average PSNR between the original frame l
and the corresponding reconstruction at the decoder using
the pair (rs, rc), and D∗E (rs, rc) is the minimal estimated end-
to-end MSE from (17) through RD-optimized video coding.
The average PSNR of N runs of simulation is defined as

PSNRS
(
rs, rc

) = 1
N

N∑
n=1

1
L

L∑
l=1

PSNR(n,l)
S

(
rs, rc

)
, (28)

where PSNR(n,l)
S (rs, rc) is the PSNR between the original
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Table 1: The source and channel rates used in simulation.

r (kbps) 144 144 144 144 144 144 144

RS(n, k) (200, 40) (200, 60) (200, 80) (200, 100) (200, 120) (200, 140) (200, 160)

rc = k/n 0.2 0.3 0.4 0.5 0.6 0.7 0.8

rs = r × rc (kbps) 28.8 43.2 57.6 72.0 86.4 100.8 115.2
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Figure 5: Average PSNR obtained by estimation versus simulation using two-state Markov model. (a) Symbol error rate = 0.01, where
PB = 0.01 and LB = 16. (b) Symbol error rate = 0.05, where PB = 0.05 and LB = 16.

frame l and the corresponding reconstruction at the de-
coder in the nth simulation using the source/channel rate
pair (rs, rc).

Figure 5a shows the average estimated PSNRE of the op-
timal rate allocation and robust video coding for different
channel code rates when the symbol error rate is PB = 0.01
and the bursty length LB = 16 symbols, and the correspond-
ing average simulated PSNRS is of 50 times video transmis-
sion. Figure 5b also shows the same comparison when the
symbol error rate is PB = 0.05. It can be noted that the esti-
mated PSNRE, which is obtained at the encoder during RD-
optimized video encoding, matches the simulated PSNRS

very well. The optimal source and channel rate pair can also
be found through Figures 5a and 5b for different channel
characteristics. The corresponding channel decoding failure
rate of the optimal channel coding rates in Figures 5a and 5b
are 0.018 and 0.034, respectively.

We also compare the performance when the knowledge
of channel model used at video encoder does not match the
real channel used in simulations. Figure 6 shows two cases of
channel mismatch. In Figure 6a, the video stream, which is
encoded based on PB = 0.01 and LB = 16 two-state Markov
channel, is simulated using two-state Markov channel with
PB = 0.01 and LB = 8. The simulated average PSNR is bet-

ter than the average PSNR estimated at the encoder during
encoding because the channel model used in estimation is
worse than the model used in simulation. On the other hand,
when the video stream, which is encoded based on PB = 0.01
and LB = 8 two-state Markov channel, is simulated using
two-state Markov channel with PB = 0.01 and LB = 16,
the simulated average PSNR is much worse than the aver-
age PSNR estimated at the encoder as shown in Figure 6b.
Furthermore, the optimal source and channel coder pair ob-
tained at the encoder is not optimal when the channel con-
dition used in simulation is worse than the channel infor-
mation used at the encoder. This simulation result suggests
that the optimal rate allocation and video coding should be
focused on the worse channel conditions for broadcasting
services.

4.2. Rayleigh fading channel

The simulation over the Rayleigh fading channel is also per-
formed to verify the effectiveness of the proposed scheme
over realistic wireless channels. In the simulation, QPSK with
coherent demodulation is used for the sake of simplicity. The
channel is a frequency-nonselective Rayleigh fading channel.
An FSMC with K = 6 states is used to model the Rayleigh
fading channel. The SNR thresholds for the K states are
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Table 2: The Reed-Solomon code decoding failure rate.

Rate PB = 0.01, LB = 16 PB = 0.05, LB = 16 PB = 0.01, LB = 8 PB = 0.05, LB = 8

0.1 0.00028 0.00266 0.00000 0.00006

0.2 0.00058 0.00521 0.00001 0.00023

0.3 0.00117 0.00998 0.00003 0.00079

0.4 0.00233 0.01871 0.00011 0.00259

0.5 0.00462 0.03435 0.00042 0.00803

0.6 0.00909 0.06170 0.00155 0.02342

0.7 0.01776 0.10840 0.00559 0.06384

0.8 0.03445 0.18603 0.01976 0.16098

0.9 0.06635 0.31135 0.06829 0.36890
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Figure 6: Average PSNR obtained in channel mismatch cases. (a) Error burst is shorter than that used in estimation. (b) Error burst is longer
than that used in estimation.

selected in such a way that the probability that the channel
gain is at state sk, k = 0, 1, . . . ,K − 1, is

p0 = 2
K(K + 1)

,

pk = kp0, k = 1, 2, . . . ,K − 1.
(29)

The FSMC state transition is described at the RS codeword
symbol level (8-bit RS symbol) with the assumption that
the four QPSK modulation symbols within an RS codeword
symbol stay in the same FSMC state. Given the average SNR ρ
and the Doppler frequency fd, we can obtain the parameters
such as steady state probability pk, RS symbol error probabil-
ity ek, and state transition rates [17]. Then following the pro-
cedures described in Section 2.1, we are able to analyze the
RS code performance over Rayleigh fading channels. Table 3

shows the estimated RS code decoding failure probability us-
ing FSMC model and the simulation values when the SNR
is 18 dB and the Doppler frequency is 10 Hz and 100 Hz, re-
spectively. The RS codeword error rate obtained by the FSMC
matches the simulation results very well when fd is 10 Hz.
When fd is 100 Hz, the FSMC-based estimate is not as accu-
rate as the results when fd is 10 Hz, but is still within accept-
able range compared to the simulated values.

Figure 7a shows the average estimated PSNRE and simu-
lated PSNRS of the video coding after optimal rate allocation
and robust video coding for different channel code rates
when the SNR is 18 dB and fd is 10 Hz. Figure 7b also shows
the comparison when the f d is 100 Hz. Even though it can
be noted that there are about 1 dB difference between the es-
timated PSNRE and the simulated PSNRS, the near-optimal
source and channel rate allocation (or the channel code rate
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Figure 7: Average end-to-end PSNR obtained by estimation versus simulation for Rayleigh fading channels: (a) SNR = 18 dB, fd = 10 Hz,
and (b) SNR = 18 dB, fd = 100 Hz.
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Figure 8: Average end-to-end PSNR over Rayleigh fading Channels: (a) SNR = 18 dB, fd used for estimation at the encoder is 10 Hz, and
(b) SNR = 18 dB, fd used for estimation at the encoder is 100 Hz.

rc) obtained from the estimation (0.8 and 0.5 as shown in
Figure 7) still has the maximal simulated end-to-end PSNR
over Rayleigh fading channels. The simulation results verify
the effectiveness of the proposed scheme to obtain the opti-
mal source and channel coding pair when given a fixed total
bit rate for wireless fading channels.

Experiments are also performed when the knowledge of
channel Doppler frequency used at the video encoder does
not match the actual Doppler frequency used in simulations.
Figure 8 shows two cases of channel mismatch. In Figure 8a,
the video bitstream which is encoded based on fd = 10 Hz
is simulated over fading channels with Doppler frequency
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Table 3: Analysis and simulation values of the RS code decoding
failure probability for the Rayleigh fading channel with SNR equals
18 dB and the Doppler frequency fd equals 10 and 100 Hz.

fd = 10 Hz fd = 100 Hz

Code rate FSMC model Simulation FSMC model Simulation

0.2 0.0430 0.0391 0.0098 0.0044

0.3 0.0482 0.0464 0.0170 0.0072

0.4 0.0536 0.0555 0.0282 0.0119

0.5 0.0593 0.0650 0.0450 0.0181

0.6 0.0653 0.0772 0.0692 0.0280

0.7 0.0717 0.0915 0.1032 0.0526

0.8 0.0815 0.1085 0.1499 0.1110

0.9 0.1240 0.1333 0.2131 0.2856

of 10 Hz and 100 Hz, separately. In Figure 8b, the video bit-
stream which is encoded based on fd = 100 Hz is simulated
over fading channels with Doppler frequency of 100 Hz and
10 Hz, separately. In both scenarios, the video quality would
be better if the actual condition in terms of MB loss rate is
smaller than the knowledge used at the encoder, and would
be worse otherwise. Furthermore, the optimal source and
channel coder pair obtained at the encoder is not optimal
when the channel condition used in simulation is worse than
the channel information used at the encoder. This simula-
tion result again suggests that the optimal rate allocation and
video coding should be focused on the worse channel condi-
tions for broadcasting services.

5. CONCLUSION

We have proposed an integrated framework to find the near-
optimal source and channel rate allocation and the cor-
responding robust video coding scheme for video coding
and transmission over wireless channels when there is no
feedback channel available. Assuming that the encoder has
the stochastic channel information when the wireless fading
channel is modeled as an FSMC model, the proposed scheme
takes into account the robust video coding, packetization,
channel coding, error concealment, and error propagation
effects altogether. This scheme can select the best source and
channel coding pair to encode and transmit the video sig-
nals. Simulation results demonstrated the optimality of the
rate allocation scheme and accuracy of end-to-end MSE esti-
mation obtained at the encoder during the process of robust
video encoding.
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Parallel video servers provide highly scalable video-on-demand service for a huge number of clients. The conventional stream-
scheduling scheme does not use I/O and network bandwidth efficiently. Some other schemes, such as batching and stream merging,
can effectively improve server I/O and network bandwidth efficiency. However, the batching scheme results in long startup latency
and high reneging probability. The traditional stream-merging scheme does not work well at high client-request rates due to
mass retransmission of the same video data. In this paper, a novel stream-scheduling scheme, called Medusa, is developed for
minimizing server bandwidth requirements over a wide range of client-request rates. Furthermore, the startup latency raised by
Medusa scheme is far less than that of the batching scheme.

Keywords and phrases: video-on-demand, stream batching, stream merging, multicast, unicast.

1. INTRODUCTION

In recent years, many cities around the world already have,
or are deploying, the fibre to the building (FTTB) network on
which users access the optical fibre metropolitan area network
(MAN) via the fast LAN in the building. This kind of large-
scale network improves the end bandwidth up to 100 Mb
per second and has enabled the increasing use of larger-scale
video-on-demand (VOD) systems. Due to the high scalabil-
ity, the parallel video servers are often used as the service
providers in those VOD systems.

Figure 1 shows a diagram of the large-scale VOD system.
On the client side, users request video objects via their PCs
or dedicated set-top boxes connected with the fast LAN in
the building. Considering that the 100 Mb/s Ethernet LAN
is widely used as the in-building network due to its excel-
lent cost/effective rate, we only focus on the clients with such
bandwidth capacity and consider the VOD systems with ho-
mogenous client network architecture in this paper.

On the server side, the parallel video servers [1, 2, 3] have
two logical layers. Layer 1 is an RTSP server, which is re-

sponsible for exchanging the RTSP message with clients and
scheduling different RTP servers to transport video data to
clients. Layer 2 consists of several RTP servers that are re-
sponsible for concurrently transmitting video data according
to the RTP/RTCP. In addition, video objects are often striped
into lots of small segments that are uniformly distributed
among RTP server nodes so that the high scalability of the
parallel video servers can be guaranteed [2, 3].

Obviously, the key bottleneck of those large-scale VOD
systems is the bandwidth of parallel video servers, either the
disk I/O bandwidth of parallel video servers, or the net-
work bandwidth connecting the parallel video servers to the
MAN. For using the server bandwidth efficiently, a stream-
scheduling scheme plays an important role because it de-
termines how much video data should be retrieved from
disks and transported to clients. The conventional scheduling
scheme sequentially schedules RTP server nodes to transfer
segments of a video object via unicast propagation method.
Previous works [4, 5, 6, 7, 8] have shown that most clients
often request several hot videos in a short time interval. This
makes the conventional scheduling scheme send lots of same
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Figure 1: A larger-scale VOD system supported by parallel video servers.

video-data streams during a short time interval. It wastes the
server bandwidth and better solutions are necessary.

The multicast or broadcast propagation method presents
an attractive solution for the server bandwidth problem be-
cause a single multicast or broadcast stream can serve lots of
clients that request the same video object during a short time
interval. In this paper, we focus on the above VOD system,
and then, based on the multicast method, develop a novel
stream-scheduling scheme for the parallel video servers,
called Medusa, which minimizes the server bandwidth con-
sumption over a wide range of client-request rates.

The following sections are organized as follows. In
Section 2, we describe the related works on the above band-
width efficiency issue and analyze the existing problem of
these schemes. Section 3 describes the scheduling rules for
the Medusa scheme and Section 4 discusses how to de-
termine the time interval T used in the Medusa scheme.
Section 5 presents information of the performance evalua-
tion. Section 6 proposes some discussions for the Medusa
scheme. Finally, Section 7 ends with conclusions and future
works.

2. RELATED WORKS

In order to use the server bandwidth efficiently, two kinds
of schemes based on the multicast or broadcast propagation
method have been proposed: the batching scheme and the
stream-merging scheme.

The basic idea of the batching scheme is using a single
multicast stream of data to serve clients requesting the same
video object in the same time interval. Two kinds of batch-
ing schemes were proposed: first come first serve (FCFS) and
maximum queue length (MQL) [4, 6, 9, 10, 11, 12]. In FCFS,
whenever a server schedules a multicast stream, the client
with the earliest request arrival is served. In MQL, the in-
coming requests are put into separate queues based on the
requested video object. Whenever a server schedules a mul-

ticast stream, the longest queue is served first. In any case,
a time threshold must be set first in the batching scheme.
Video servers just schedule the multicast stream at the end of
each time threshold. In order to obtain efficient bandwidth,
the value of this time threshold must be at least 7 minutes
[7]. The expected startup latency is approximately 3.5 min-
utes. The long delay increases the client reneging rate and
decreases the popularization of VOD systems.

The stream-merging scheme presents an efficient way to
solve the long startup latency problem. There are two kinds
of scheduled streams: the complete multicast stream and the
patching unicast stream. When the first client request has ar-
rived, the server immediately schedules a complete multicast
stream with a normal propagation rate to transmit all of the
requested video segments. A later request to the same video
object must join the earlier multicast group to receive the re-
mainder of the video, and simultaneously, the video server
schedules a new patching unicast stream to transmit the lost
video data to each of them. The patching video data is prop-
agated at double video play rate so that two kinds of streams
can be merged into an integrated stream.

According to the difference in scheduling the complete
multicast stream, stream-merging schemes can be divided
into two classes: client-initiated with prefetching (CIWP) and
server-initiated with prefetching (SIWP).

For CIWP [5, 13, 14, 15, 16, 17], the complete multicast
stream is scheduled when a client request arrives. The latest
complete multicast stream for the same video object cannot
be received by that client.

For SIWP [8, 18, 19], a video object is divided into seg-
ments, each of which is multicast periodically via a dedicated
multicast group. The client prefetches data from one or sev-
eral multicast groups for playback.

Stream-merging schemes can effectively decrease the
required server bandwidth. However, with the increase
of client-request rates, the amount of the same retrans-
mitted video data is expanded dramatically and the server
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Table 1: Notations and Definitions.

Notations Definitions

T The length of time interval and also the length of a video segment (in min)

M The amount of video objects stored on the parallel video server

N The amount of RTP server nodes in the parallel video servers

ti
The ith time interval; the interval in which the first client request arrives is denoted by t0;
the following time intervals are denoted by t1, . . . ,ti, . . . , respectively, (i = 0, . . . , +∞)

L The length of the requested video object (in min)

S(i, j)
The ith segment of the requested object; j represents the serial number of the RTP server node
on which this segment is stored

Ri The client requests arriving in the ith time interval (i = 0, . . . , +∞)

PSi The patching multicast stream initialized at the end of the ith time interval (i = 0, . . . , +∞)

CSi The complete multicast stream initialized at the end of the ith time interval (i = 0, . . . , +∞)

τ(m,n) The start transporting time for the mth segment transmitted on the stream PSn or CSn

Gi The client-requests group in which all clients are listening to the complete multicast stream CSi

bc The client bandwidth capacity, in unit of stream (assuming the homogenous client network)

PBmax The maximum number of patching multicast streams that can be concurrently received by a client

λi The client-request arrival rate for the ith video object

bandwidth efficiency is seriously damaged. Furthermore, a
mass of double-rated patching streams may increase the net-
work traffic burst.

3. MEDUSA SCHEME

Because video data cannot be shared among clients request-
ing for different video objects, the parallel video server han-
dles those clients independently. Hence, we only consider
clients requesting for the same hot video object in this sec-
tion (more general cases will be studied in Section 5).

3.1. The basic idea of the Medusa scheme

Consider that the requested video object is divided into lots
of small segments with a constant playback time length T .
Based on the value of T , the time line is slotted into fixed-size
time intervals and the length of each time interval is T . Usu-
ally, the value of T is very small. Therefore, it would not re-
sult in long startup latency. The client requests arriving in the
same time interval are batched together and served as one re-
quest via the multicast propagation method. For convenient
description, we regard client requests arriving in the same
time interval as one client request in the following sections.

Similar to stream-merging schemes, two kinds of mul-
ticast streams, the complete multicast streams and the patch-
ing multicast streams, can be used to reduce the amount of
retransmitted video data. A complete multicast stream re-
sponses to transporting all segments of the requested video
object while a patching multicast stream just transmits par-
tial segments of that video object. The first arrival request
is served immediately by a complete multicast stream. Later
starters must join the complete multicast group to receive the
remainder of the requested video object. At the same time,
they must join as more earlier patching multicast groups as

possible to receive valid video data. For those really missed
video data, the parallel video servers schedule a new patch-
ing multicast stream for transporting them to clients.

Note that the IP multicast, the broadcast, and the
application-level multicast are often used in VOD systems.
In those multicast technologies, a user is allowed to join lots
of multicast groups simultaneously. In addition, because all
routers in the network would exchange their information
periodically, each multicast packet can be accurately trans-
mitted to all clients of the corresponding multicast group.
Hence, it is reasonable for a user to join into several interest-
ing multicast streams to receive video data.

Furthermore, in order to eliminate the additional net-
work traffic arisen by the scheduling scheme, each stream is
propagated at the video play rate. Clients use disks to store
later played segments so that the received streams can be
merged into an integrated stream.

3.2. Scheduling rules of the Medusa scheme

The objective of the Medusa scheme is to determine the fre-
quency for scheduling the complete multicast streams so that
the transmitting video data can be maximally shared among
clients, and determine which segment will be transmitted on
a patching multicast stream so that the amount of transmit-
ted video data can be minimized. Notations used in this pa-
per are showed in Table 1. Scheduling rules for the Medusa
scheme are described as follows.

(1) The parallel video server dynamically schedules com-
plete multicast streams. When the first request R0 ar-
rives, it schedules CS0 at the end of time slot t0 and no-
tifies the corresponding clients ofR0 to receive and play
back all segments transmitted on CS0. Suppose the last
complete multicast stream is CS j (0 ≤ j < +∞). For
an arbitrary client request Ri that arrives in the time
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Figure 2: A scheduling example scene for the Medusa scheme.

ti, if t j < ti ≤ t j + �L/T� − 1, no complete multicast
stream need to be scheduled and just a patching mul-
ticast stream is scheduled according to rules (2) and
(3). Otherwise, a new complete multicast stream CSi is
initialized at the end of the time interval ti.

(2) During the transmission of a complete multicast
stream CSi (0 ≤ i < +∞), if a request Rj (i < j ≤
i + �L/T� − 1) arrives, the server puts it into the logi-
cal requests group Gi. For each logical request group,
a parallel video server maintains a stream informa-
tion list. Each element of the stream information list
records the necessary information of a patching mul-
ticast stream, described as a triple E(t, I ,A), where t
is the scheduled time, I is the multicast group address
of the corresponding patching multicast stream, and A
is an array to record the serial number of video seg-
ments that will be transmitted on the patching multi-
cast stream.

(3) For a client Rj whose request has been grouped into
the logical group Gi (0 ≤ i < +∞, i < j ≤ i +
�L/T� − 1), the server notifies it to receive and buffer
the later �L/T� − ( j − i) video segments from the
complete multicast stream CSi. Because the begining
j − i segments have been transmitted on the com-
plete multicast stream CSi, the client Rj loses them
from CSi. Thus, for each begining j − i segments, the
server searches the stream information list of Gi to find
out which segment will be transmitted on an existing
patching multicast stream and can be received by the
client. If the lth segment (0 ≤ l < j − i) will be trans-
mitted on an existing patching multicast stream PSn
(i < n < j) and the transmission start time is later than

the service start time t j , the server notifies the corre-
sponding client Rj to join the multicast group of PSn
to receive this segment. Otherwise, the server trans-
mits this segment in a new initialized patching multi-
cast stream PS j and notifies the client to join the mul-
ticast group of PS j to receive it. At last, the server cre-
ates the stream information element Ej(t, I ,A) of PS j ,
and inserts it to the corresponding stream information
list.

(4) Each multicast stream propagates the video data at the
video playback rate. Thus, a video segment is com-
pletely transmitted during a time interval. For the mth
segment that should be transmitted on the nth mul-
ticast stream, the start-transmission time is fixed and
the value of this time can be calculated by the follow-
ing equation:

τ(m,n) = tn + m∗T , (1)

where tn is the initial time of the nth multicast stream.

Figure 2 shows a scheduling example for the Medusa
scheme. The requested video is divided into eight segments.
Those segments are uniformly distributed on eight nodes in
a round-robin fashion. The time unit on the t-axis corre-
sponds to a time interval, as well as the total time it takes
to deliver a video segment. The solid lines in the figure repre-
sent video segments transmitted on streams. The dotted lines
show the amount of skipped video segments by the Medusa
scheme.

In this figure, when the request Ri arrives at the time
slot ti, the server schedules a complete multicast stream CSi.
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Figure 3: The scheduling course of parallel video server for requests of Gi and the corresponding receiving course for clients of Ri, Ri+1, Ri+2,
Ri+3, and Ri+4.

Because the complete multicast stream is transmitted com-
pletely at time ti+10, the video server schedules a new com-
plete multicast stream CSi+10 to serve clients correspond-
ing to the request Ri+10. According to rule (2), requests
Ri+1 · · ·Ri+7 must be grouped into the logical request group
Gi, and requests Ri+14, Ri+15 must be grouped into logical re-
quests group Gi+10.

The top half portion of Figure 3 shows the scheduling of
parallel video servers for those requests in the group Gi pre-
sented in Figure 2. The bottom half portion of Figure 3 shows
the video data receiving and the stream-merging for clients
Ri, Ri+1, Ri+2, Ri+3, and Ri+4. We just explain the scheduling
for the request Ri+4, others can be deduced by rule (3). When
request Ri+4 arrives, the parallel video server firstly notifies
the corresponding clients of Ri+4 to receive the video seg-
ments S(4, 4), S(5, 5), S(6, 6), and S(7, 7) from the complete
multicast stream CSi. It searches the stream information list,
and finds out that segment S(2, 2) will be transmitted on
patching multicast stream PSi+3 and the transmission start
time of S(2, 2) is later than ti+4. Then, it notifies the client Ri+4

to receive the segment S(2, 2) from patching multicast stream
PSi+3. At last, the parallel video server schedules a new patch-
ing multicast stream PSi+4 to transmit the missing segments
S(0, 0), S(1, 1), and S(3, 3). The client Ri+4 is notified to re-
ceive and play back those missing segments and the stream
information element of PSi+4 is inserted into the stream in-
formation list.

4. DETERMINISTIC TIME INTERVAL

The value of time interval T is the key issue affecting the per-
formance of the parallel video servers. In the Medusa scheme,
a client may receive several multicast streams concurrently
and the number of concurrently received multicast streams
is related with the value of T . If T is too small, the number
of concurrently received streams may be increased dramati-
cally and exceed the client bandwidth capacity bc. Some valid
video data may be discarded at the client side. Furthermore,
since a small T would increase the number of streams sent by
the parallel video server, the server bandwidth efficiency may
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be decreased. If T is too large, the startup latency may be too
long to be endured and the client reneging probability may
be increased.

In this section, we derive the deterministic time interval
T which guarantee the startup latency minimized under the
condition that the number of streams concurrently received
by a client would not exceed the client bandwidth capacity
bc. The server bandwidth consumption affected by the time
interval will be studied in Section 6.

We first derive the relationship between the value of
PBmax (defined in Table 1) and the value of T . For a request
group Gi (0 ≤ i < +∞), CSi is the complete multicast stream
scheduled for serving the requests of Gi. For a request Rk

(i < k ≤ �L/T� − 1 + i) belonging to Gi, the clients corre-
sponding to the Rk may concurrently receive several patch-
ing multicast streams. Assume that PS j (i < j < k) is the first
patching stream from which clients of Rk can receive some
video segments. According to the Medusa scheme, video seg-
ments from the ( j − i)th segment to the (�L/T� − 1)th seg-
ment would not be transmitted on PS j , and the ( j − i− 1)th
segment would not be transmitted on the patching multi-
cast streams initialized before the initial time of PS j . Hence,
the ( j − i − 1)th segment is the last transmitted segment
for PS j . According to (1), the start time for transporting the
( j − i− 1)th segment on PS j can be expressed by

τ( j − i− 1, j) = t j + ( j − i− 1)∗T. (2)

Since the clients of Rk receive some video segments from
PS j , the start transporting time of the last segment transmit-
ted on PS j must be later than or equal to the request arrival
time tk. Therefore, we can obtain that

τ( j − i− 1, j) ≥ tk. (3)

Consider that tk = t j + (k − j) × T . Combining (2) and
(3), we derive that

j ≥ k + i + 1
2

. (4)

If the clients of the request Rk receive some segments
from the patching multicast streams PS j , PS j+1, . . . , PSk−1,
the number of concurrently received streams access to its
maximum value. Thus, PBmax = k − j. Combing (4), we can
obtain that PBmax ≤ (k − i − 1)/2. In addition, because the
request Rk belongs the request group Gi, the value of k must
be less than or equal to i + �L/T� − 1, where L is the total
playback time of the requested video object. Thus, PBmax can
be expressed by

PBmax =
⌈
L

2T

⌉
− 1. (5)

For guaranteeing that the video data would not be dis-
carded at the client end, the client bandwidth capacity
must be larger than or equal to the maximum number
of streams concurrently received by a client. It means that
bc ≥ PBmax +1, where 1 is the number of complete multicast

streams received by a client. Combing (5), we obtain that

bc ≥
⌈
L

2T

⌉
=⇒ T ≥

⌈
L

2bc

⌉
. (6)

Obviously, the smaller the time interval T , the shorter the
startup latency. Thus, the deterministic time interval will be
the minimum value of T , that is,

T =
⌈

L

2bc

⌉
. (7)

5. PERFORMANCE EVALUATION

We evaluate the performance of the Medusa scheme via
two methods: the mathematical analysis on the required
server bandwidth, and the experiment. Firstly, we analyze
the server bandwidth requirement for one video object in
the Medusa scheme and compare it with the FCFS batch-
ing scheme and the stream-merging schemes. Then, the
experiment for evaluating and comparing the performance
of the Medusa scheme, the batching scheme, and the stream-
merging schemes will be presented in detail.

5.1. Analysis for the required server bandwidth

Assume that requests for the ith video object are generated by
a Poisson process with mean request rate λi. For serving re-
quests that are grouped into the group Gj , the patching mul-
ticast streams PS j+1, PS j+2, . . . , PS j+�L/T�−1 may be scheduled
from time t j+1 to time t j+�L/T�−1, where L is the length of the
ith video object and T is the selected time interval. We use
the matrix Mpro to describe the probabilities of different seg-
ments transmitted on different patching multicast streams. It
can be expressed as

Mpro =




P11 · · · P1(�L/T�−1)

P21 · · · P2(�L/T�−1)
...

...
...

P(�L/T�−1)1 · · · P(�L/T�−1)(�L/T�−1)


 , (8)

where the nth column represents the nth video segment, the
mth row expresses the patching multicast stream PS j+m, and
Pmn describes the probability for transmitting the nth seg-
ment on the patching multicast stream PS j+m (1 ≤ m ≤
�L/T� − 1, 1 ≤ n ≤ �L/T� − 1). Hence, the expected
amount (in bits) of video data transmitted for serving re-
quests grouped in Gj can be expressed as

Ω = b× T ×
�L/T�−1∑
m=1

�L/T�−1∑
n=1

Pmn + b × L, (9)

where b is the video transporting rate (i.e., the video play-
back rate) and b×L represents the number of video segments
transmitted on the completely multicast stream CS j .

According to the scheduling rules of the Medusa
scheme, the nth (1 < n ≤ �L/T� − 1) video segment
should not be transmitted on patching multicast streams
PS j+1, . . . , PS j+n−1. Thus,
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Pmn = 0 if n > m. (10)

On one hand, for the mth patching multicast stream,
the first video segment and the mth video segment must be
transmitted on it. This is because the first video segment
has been transmitted completely on the patching multicast
streams PS j+1, . . . , PS j+m−1, and the mth video segment is
not transmitted on such streams. We can obtain that Pm1

and Pmm are equal to the probability for scheduling PS j+m

(i.e., the probability for some requests arriving in the time
slot t j+m). Since the requests for the ith video object are
generated by Poisson process, the probability for some re-
quests arriving in the time slot t j+m can be calculated by
P[K �= 0] = 1 − P[K = 0] = 1 − e−λiT . Considering that
probabilities for request arriving in different time slots are
independent from each other, we can derive that

P11 = P21 = · · · = P(�L/T�−1)1 = P22

= P33 = · · · = P(�L/T�−1)(�L/T�−1) = 1− e−λiT .
(11)

On the other hand, if the nth video segment is not trans-
mitted on patching multicast streams from PS j+m−n+1 to
PS j+m−1, it should be transmitted on the patching multicast
stream PS j+m. Therefore, the probability for transmitting the
nth segment on the mth patching multicast stream can be
expressed as

Pmn = Pm1 ×
m−1∏

k=m−n+1

(
1− Pkn

)
(
1 < n < m ≤ �L/T� − 1

)
,

(12)

where Pm1 represent the probability for scheduling the patch-
ing multicast stream PS j+m, and

∏m−1
k=m−n+1(1− Pkn) indi-

cates the probability for which the nth video segments would
not be transmitted on patching multicast streams from
PS j+m−n+1 to PS j+m−1. Combining (9), (10), (11), and (12),
we derive that

Ω = b× T × (1− e−λiT
)

×
�L/T�−1∑
m=1

m∑
n=1

m−1∏
k=m−n+1

(
1− Pkn

)
+ b× L,

(13)

where Pkn can be calculated by the following equations:

Pkn =




0 if k < n,

1− e−λiT if k = n,
k−1∏


=k−n+1

(
1− P
n

)
if k > n.

(14)

Because the mean number of arrived clients in the
group Gj is L × λi, we can derive that, in the time epoch
[t j , t j+�L/T�−1), the average amount of transmitted video data
for a client, denoted by βc, is

βc = Ω

L× λi

= b× T × (1− e−λiT
)∑�L/T�−1

m=1

∑m
n=1

∏m−1
k=m−n+1

(
1− Pkn

)
L× λi

+
b

λi
,

(15)

where Pkn can be calculated by (14).
Consider the general case from time 0 to t. We derive

the required average server bandwidth by modeling the sys-
tem as a renewal process. We are interested in the process
{B(t) : t > 0}, where B(t) is the total server bandwidth
used from time 0 to t. In particular, we are interested in
the average server bandwidth Baverage = limt→∞S(t)/t. Let
{t j | (0 ≤ j < ∞), (t0 = 0)} denote the time set for a par-
allel video server to schedule a complete multicast stream for
video i. These are renewal points, and the behavior of the
server for t ≥ t j does not depend on past behavior. We con-
sider the process {Bj ,Nj}, where Bj denotes the total server
bandwidth consumed and Nj denotes the total number of
clients served during the jth renewal epoch [t j−1, t j). Because
this is a renewal process, we drop the subscript j and have the
following result:

Baverage = λi
E[B]
E[N]

. (16)

Obviously, E[N] = λi × L. For E[B], let K denote the
number of arrivals in an interval of renewal epoch length L.
It has the distribution P[K = κ] = (λi × L)κe−λiL/κ!. For
E[B | K = κ], we have

E[B | K = κ] = κβc

=
(
b × T × (1− e−λiT

)∑�L/T�−1
m=1

∑m
n=1

∏m−1
k=m−n+1

(
1− Pkn

)
L× λi

+
b

λi

)
κ.

(17)

This indicates that κ Poisson arrivals in an interval of
length L are equally likely to occur anywhere within the in-
terval. Removal of the condition yields

E[B] =
∞∑
κ=1

(
λi × L

)κ
e−λiL

κ!
E[B | K = κ]. (18)

Combining (17) and (18), we derive that

E[B] = b× T × (1− e−λiT
)

×
�L/T�−1∑
m=1

m∑
n=1

m−1∏
k=m−n+1

(
1− Pkn

)
+ b × L.

(19)
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Figure 4: Comparison of the expected server bandwidth consump-
tion for one video object among the Medusa scheme, the batching
scheme, and the OTT-CIWP scheme.

According to (16) and (19), we derive that

Baverage = b × T × (1− e−λiT
)

×
�L/T�−1∑
m=1

m∑
n=1

m−1∏
k=m−n+1

1− Pkn
L

+ b.
(20)

For the batching schemes, since all scheduled streams are
completely multicast streams, the required server bandwidth
for the ith video object can be expressed as

Baverage(batching) = b× (1− e−λiT
)× ⌈ L

T

⌉
. (21)

For the stream merging schemes, we choose the optimal
time-threshold CIWP (OTT-CIWP) scheme for comparison.
Gao and Towsley [20] have showed that the OTT-CIWP
scheme outperforms most other stream-merging schemes
and the required server bandwidth for the ith video object
has been derived as

Baverage(OTT - CIWP) = b ×
(√

2Lλi + 1− 1
)
. (22)

Figure 4 shows the numerical results for comparing the
required server bandwidth of one video object among the
Medusa scheme, the batching scheme, and the OTT-CIWP
scheme. In Figure 4, the chosen time interval T for the
Medusa scheme is 1 minute while the batching time thresh-
old for the batching scheme is 7 minutes. In addition, the
length of the ith video object is 100 minutes. As one can see,
the Medusa scheme significantly outperforms the batching
scheme and the OTT-CIWP scheme over a wider range of
request arrival rate.

5.2. Experiment

In order to evaluate the performance of the Medusa scheme
in the general case that multiple video objects of varying pop-
ularity are stored on the parallel video servers, we use the
Turbogrid streaming server1 with 8 RTP server nodes as the
experimental platform.

5.2.1. Experiment environment

We need two factors for each video, its length and its pop-
ularity. For its length, the data from the Internet Movie
Database (http://www.imdb.com) has shown a normal dis-
tribution with a mean of 102 minutes and a standard de-
viation of 16 minutes. For its popularity, Zipf-like distribu-
tion [21] is widely used to describe the popularity of different
video objects. Empirical evidence suggests that the parame-
ter θ of the Zipf-like distribution is 0.271 to give a good fit to
real video rental [5, 6]. It means that

πi = 1
i0.729


 N∑

k=1

1
k0.729


, (23)

where πi represents the popularity of the ith video object and
N is the number of video objects stored on the parallel video
servers.

Client requests are generated using a Poisson arrival pro-
cess with an interval time of 1/λ for varying λ values between
200 to 1600 arrivals per hour. Once generated, clients sim-
ply select a video and wait for their request to be served. The
waiting tolerance of each client is independent of the other,
and each is willing to wait for a period time U ≥ 0 minutes. If
its requested movie is not displayed by then, it reneges. (Note
that even if the start time of a video is known, a client may
lose its interest in the video and cancel its request. If it is de-
layed too long, in this case, the client is defined “reneged.”)
We consider the exponential reneging function R(u), which
is used by most VOD studies [6, 7, 15]. Clients are always
willing to wait for a minimum time Umin ≥ 0. The additional
waiting time beyond Umin is exponentially distributed with
mean τ minutes, that is,

R(u) =

0 if 0 ≤ u ≤ Umin

1− e−(u−Umin)/τ , otherwise.
(24)

Obviously, the larger τ is, the more delay clients can tol-
erate. We choose Umin = 0 and τ = 15 minutes in our ex-
periment. If the client is not reneging, it simply plays back
the received streams until those streams are transmitted com-
pletely.

Considering that the popular set-top boxes have similar
components (CPU, disk, memory, NIC, and the dedicated
client software for VOD services) to those of PCs, we use PCs
to simulate the set-top boxes in our experiment. In addition,
because the disk is cheaper, faster, and bigger than ever, we

1Turbogrid streaming server is developed by the Internet and Cluster
Computing Center of Huazhong University of Science and Technology.
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Table 2: Experiment parameters.

Video length (min) L 90 ∼ 120

Number of videos Nv 200

Video format MPEG-1

Clients’ bandwidth capacity (Mbits/s) 100

Maximum total bandwidth of parallel
video server (Mbits/s)

1000

Clients arrival rate λ (hour) 200 ∼ 1600

do not consider the speed limitation and the space limitation
of disk. Table 2 shows the main experimental environment
parameters.

5.2.2. Results

For parallel video servers, there are two most important per-
formance factors. One is startup latency, which is the amount
of time clients must wait to watch the demanded video, the
other is the average bandwidth consumption, which indi-
cates the bandwidth efficiency of the parallel video servers.
We will discuss our results in these two factors.

(A) Startup latency and reneging probability

As discussed in Section 4, in order to guarantee that clients
can receive all segments of their requested video objects, the
minimum value of time interval (i.e., optimal time interval)
T will be �L/(2bc)� ∼= 120/2∗60 = 1 minute. We choose time
interval T to be 1, 5, 10, and 15 minutes for studying the
effect on the average startup latency and the reneging prob-
ability, respectively. Figures 5 and 6 display the experimental
results at these two factors. By the increase of time interval
T , the average startup latency and the reneging probability
are also increased. When T is equal to the deterministic time
interval T = 1 minute, the average startup latency is less than
45 seconds and the average reneging probability is less than
5%. But when T is equal to 15 minutes, the average startup
latency is increased to near 750 seconds and almost 45% of
clients renege. Figures 7 and 8 display a startup latency com-
parison and a reneging probability comparison among the
FCFS batching scheme with time interval T = 7 minutes, and
the OTT-CIWP scheme [20] and the Medusa scheme with
deterministic time interval T = 1 minute. We choose 7 min-
utes because [7] has presented that FCFS batching could ob-
tain a good trade-off between startup latency and bandwidth
efficiency at this batching time threshold. As one can see, the
Medusa scheme outperforms the FCFS scheme and is just lit-
tle poorer than the OTT-CIWP scheme at the aspect of the
system average startup latency and reneging probability. The
reason for this little poor performance compared with OTT-
CIWP is that the Medusa scheme batches client requests ar-
riving in the same time slot. This will effectively increase the
bandwidth efficiency at high client-request rates.

(B) Bandwidth consumption

Figure 9 shows how the time interval T affects the server’s av-
erage bandwidth consumption. We find out that the server’s
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Figure 5: The effect of time interval T on the average startup la-
tency.
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Figure 6: The effect of time interval T on the average reneging
probabity.

average bandwidth consumption is decreased by some de-
gree by increasing the time interval. The reason is that more
clients are batched together and served as one client. Also, we
can find out that the decreasing degree of bandwidth con-
sumption is very small when client-request arrival rate is less
than 600 requests per hour. When the arrival rate is more
than 600, the decreasing degree tends to be distinct. How-
ever, when the request arrival rate is less than 1600 requests
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Figure 7: A startup latency comparison among the batching scheme
with time interval T = 7 minutes, the OTT-CIWP scheme, and
Medusa scheme with time interval T = 1 minute.
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Figure 8: A reneging probability comparison among the batching
scheme with time interval T = 7 minutes, the OTT-CIWP scheme,
and the Medusa scheme with time interval T = 1 minute.

per hour, the total saved bandwidth is less than 75 Mbits/s
by comparing deterministic time intervals T = 1 minute
and T = 15 minutes. On the other hand, the clients reneg-
ing probability is dramatically increased form 4.5% to 45%.
Therefore, a big time interval T is not a good choice and we
suggest using �L/(2bc)� to be the chosen time interval.

As showed on Figure 10, when the request arrival rate is
less than 200 requests per hour, the bandwidth consump-
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Figure 9: How time interval T affects the average bandwidth con-
sumption.
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Figure 10: Average bandwidth consumption comparison among
the batching scheme with time interval T = 7 minutes, the OTT-
CIWP scheme, and the Medusa scheme with time interval T = 1
minute.

tion of three kinds of scheduling strategies are held in the
same level. But by increasing the request-arrival rate, the
bandwidth consumption increasing degree of the Medusa
scheme is distinctly less than that of the FCFS batching and
the OTT-CIWP. When the request-arrival rate is 800, the
average bandwidth consumption of the Medusa scheme is
approximately 280 Mbits/s. At the same request-arrival rate,
the average bandwidth consumption of the FCFS batching is
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approximately 495 Mbits per second and that of the OTT-
CIWP is approximately 371 Mbits per second. It indicates
that, at middle request-arrival rate, the Medusa scheme can
save approximately 45% bandwidth consumption compared
with FCFS batching, and can save approximately 25% band-
width consumption compared with OTT-CIWP.

When the request arrival rate is higher than 1500 requests
per hour, the bandwidth performance of OTT-CIWP is go-
ing to be worse and worse. It is near to the FCFS batching
scheme. In any case, the Medusa scheme significantly out-
performs the FCFS scheme and the OTT-CIWP scheme. For
example, as shown in Figure 10, the Medusa scheme just con-
sumes 389 Mbits/s server bandwidth at the request arrival
rate 1600 requests per hour, while the FCFS batching scheme
consumes 718 Mbits/s server bandwidth and the OTT-CIWP
scheme needs 694 Mbits/s. Therefore, we can conclude that
the Medusa scheme is distinctly outperforming the batching
scheme and the OTT-CIWP scheme at the aspect of band-
width performance.

6. DISCUSSIONS

For the Medusa scheme, two issues must be considered care-
fully, the client network architecture and the segments place-
ment policy. In this section, we give out some discussions on
the effect of these two issues.

6.1. Homogenous client network versus
heterogeneous client network

In the above discussions, we discuss the homogenous client
network based on the FTTB network architecture. If the par-
allel video servers are used for serving the VOD systems with
heterogeneous client network architecture such as the ca-
ble modem access and 10 M LAN access, the basic Medusa
scheme is not recommended. This is because the small client
bandwidth capacity would result in a large deterministic time
interval T , as well as the long startup latency and the high
reneging probability. However, we can extend the Medusa
scheme as following for the heterogeneous client network.

For cable modem users, because the client bandwidth ca-
pacity is lower than 2 Mb per second, it just has the capacity
to receive one MPEG-I stream (approximately 1.2 ∼ 1.5 Mb
per second per stream). In this case, the stream merging
schemes and the Medusa scheme are not suitable. We use
the batching scheme to schedule streams. Note that the client
bandwidth capacity is sent to the parallel video servers dur-
ing the session being in setup. Thus, the parallel video server
can distinguish the category of clients before determining
how to schedule streams for serving them.

For 10 M LAN users, the client bandwidth capacity is
enough to concurrently receive near 6 MPEG-I streams. In
this case, if we use the basic Medusa scheme, the determin-
istic time interval for a video object with 120 minutes length
is 10 minutes and the expected startup latency is near 5 min-
utes. It is too long for most clients. However, we can extend
the basic Medusa scheme to use a time window W to control
the scheduling frequency of the complete multicast streams.
If requests arrive in the same time window, the parallel video

server schedules patching multicast streams according to the
basic Medusa scheduling rule (3). Otherwise, a new com-
plete multicast stream will be scheduled. According to the
deriving course discussed in Section 4, we can easily obtain
that the deterministic time interval T should be �W/(2bc)�.
Obviously, if the value of time window W is smaller than
the length of the requested video object, the deterministic
time interval T and the expected startup latency can be de-
creased. However, a small time window W would increase
the required server bandwidth. The detailed relationship be-
tween the time window W , the expected startup latency, and
the required server bandwidth will be studied in our further
works.

6.2. Effect of the segment placement policy

For the scheduling of the Medusa scheme, the begining seg-
ments of a requested video are transmitted more frequently
than the later segments of that video. It is called intra-movie
skewness [22]. If segments of all stored videos are distributed
from the first RTP server node to the last RTP server node in
a round-robin fashion, the intra-movie skewness would re-
sult in that the load for the first RTP server node is far heav-
ier than the load of other RTP server nodes so that the load
balance of parallel video servers is destroyed.

Two kinds of segments placement policies were proposed
to solve the intra-movie skewness problem: the symmetric
pair policy [22, 23] and the random policy.

In the symmetric pair policy, based on the serial num-
ber of video objects, all stored video objects are divided into
two video sequences, the odd sequence and the even se-
quence. For the odd video sequence, the jth segment of the
ith video object (i = 1, 3, 5, . . . , 2k + 1) is located on the
((2∗N − 1 − ( j + (i/2)) modN) modN)th RTP server node,
where N is the total number of RTP server nodes. For the
even video sequence, the jth segment of the ith video object
(i = 0, 2, 4, . . . , 2k) is located on the (( j + (i/2)) modN)th
RTP server node. As discussed in [22, 23], these placement
rules can uniformly distribute segments with high transmis-
sion frequency to different RTP server nodes so that the load
balance of the parallel video server can be guaranteed.

The random placement policy randomly distributes
video segments on different RTP server nodes so that the
probabilistic guarantee of load balancing can be provided.
Santos et al. [24] have shown that the random placement
policy has better adaptability to different user access patterns
and can support more generic workloads than the symmet-
ric pair policy. For load balancing performance, these two
schemes have very similar balancing results [24]. However,
the random placement scheme only provides probabilistic
guarantee of load balancing and it has the drawback of main-
taining a huge video index of the striping data blocks. Hence,
we use the symmetric pair policy to solve the load balancing
problem in the Medusa scheme.

7. CONCLUSIONS AND FUTURE WORKS

In this paper, we focus on the homogenous FTTB client net-
work architecture and propose a novel stream-scheduling
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scheme that significantly reduces the demand on the server
network I/O bandwidth of parallel video servers. Unlike
existing batching scheme and stream-merging scheme, the
Medusa scheme dynamically groups the clients’ requests ac-
cording to their request arrival time and schedules two kinds
of multicast streams, the completely multicast stream and the
patching multicast stream.

For the clients served by patching multicast streams,
the Medusa scheme notifies them to receive the segments
that will be transmitted by other existing patching multicast
streams and only transmit the missed segments on the new
scheduled stream. This guarantees that no redundant video
data are transmitted at the same time period and that the
transmitting video data are shared among grouped clients.
The mathematical analysis and the experiment results show
that the performance of the Medusa scheme significantly
outperforms the batching schemes and the stream-merging
schemes.

Our ongoing research includes

(1) designing and analyzing the extended-Medusa scheme
for clients with heterogeneous receive bandwidths and
storage capacities,

(2) evaluating the impact of VCR operations on the re-
quired server bandwidth for the Medusa scheme,

(3) developing optimized caching models and strategies
for the Medusa scheme,

(4) designing optimal real-time delivery techniques that
support recovery from packet loss.

ACKNOWLEDGMENT

This paper was supported by the National Hi-Tech Project
under Grant 2002AA1Z2102.

REFERENCES

[1] C. Shahabi, R. Zimmermann, K. Fu, and S.-Y. D. Yao, “Yima: a
second generation continuous media server,” IEEE Computer
magazine, vol. 35, no. 6, pp. 56–64, 2002.

[2] G. Tan, H. Jin, and L. Pang, “A scalable video server using
intelligent network attached storage,” in Management of Mul-
timedia on the Internet: 5th IFIP/IEEE International Confer-
ence on Management of Multimedia Networks and Services, vol.
2496 of Lecture Notes in Computer Sciences, pp. 114–126, Santa
Barbara, Calif, USA, October 2002.

[3] G. Tan, H. Jin, and S. Wu, “Clustered multimedia servers:
architectures and storage systems,” in Annual Review of Scal-
able Computing, vol. 5, pp. 92–132, World Scientific, Singa-
pore, 2003.

[4] C. C. Aggarwal, J. L. Wolf, and P. S. Yu, “On optional batching
policies for video-on-demand storage servers,” in Proc. 3rd
IEEE International Conference on Multimedia Computing and
Systems, pp. 312–316, Hiroshima, Japan, June 1996.

[5] S. W. Carter and D. D. E. Long, “Improving video-on-demand
server efficiency through stream tapping,” in Proc. 6th In-
ternational Conference on Computer Communication and Net-
works, pp. 200–207, Las Vegas, Nev, USA, September 1997.

[6] S.-H. G. Chan and F. Tobagi, “Tradeoff between system profit
and user delay/loss in providing near video-on-demand ser-
vice,” IEEE Trans. Circuits and Systems for Video Technology,
vol. 11, no. 8, pp. 916–927, 2001.

[7] J.-K. Chen and J.-L. C. Wu, “Heuristic batching policies for
video-on-demand services,” Computer Communications, vol.
22, no. 13, pp. 1198–1205, 1999.

[8] D. L. Eager and M. K. Vernon, “Dynamic skyscraper broad-
casts for video-on-demand,” Tech. Rep. 1375, Department
of Computer Science, University of Wisconsin, Madison, Wis,
USA, 1998.

[9] C. C. Aggarwal, J. L. Wolf, and P. S. Yu, “The maximum fac-
tor queue length batching scheme for video-on-demand sys-
tems,” IEEE Trans. Comput., vol. 50, no. 2, pp. 97–110, 2001.

[10] A. Dan, D. Sitaram, and P. Shahabuddin, “Scheduling policies
for an on-demand video server with batching,” in Proc. 2nd
ACM International Conference on Multimedia, pp. 15–23, San
Francisco, Calif, USA, October 1994.

[11] A. Dan, D. Sitaram, and P. Shahabuddin, “Dynamic batching
policies for an on-demand video server,” Multimedia Systems,
vol. 4, no. 3, pp. 112–121, 1996.

[12] H. J. Kim and Y. Zhu, “Channel allocation problem in VOD
system using both batching and adaptive piggybacking,” IEEE
Transactions on Consumer Electronics, vol. 44, no. 3, pp. 969–
976, 1998.

[13] S. W. Carter and D. D. E. Long, “Improving bandwidth ef-
ficiency on video-on-demand servers,” Computer Networks,
vol. 30, no. 1-2, pp. 99–111, 1999.

[14] S.-H. G. Chan and E. Chang, “Providing scalable on-demand
interactive video services by means of client buffering,” in
Proc. IEEE International Conference on Communications, pp.
1607–1611, Helsinki, Finland, June 2001.

[15] D. Eager, M. Vernon, and J. Zahorjan, “Bandwidth skim-
ming: A technique for cost-effective video-on-demand,” in
Proc. Multimedia Computing and Networking 2000, San Jose,
Calif, USA, January 2000.

[16] K. A. Hua, Y. Cai, and S. Sheu, “Patching: A multicast
technique for true video-on-demand services,” in Proc. 6th
ACM International Multimedia Conference, pp. 191–200, Bris-
tol, UK, September 1998.

[17] W. Liao and V. O. K. Li, “The split and merge protocol for
interactive video-on-demand,” IEEE Multimedia, vol. 4, no.
4, pp. 51–62, 1997.

[18] J.-F. Paris, S. W. Carter, and D. D. E. Long, “A hybrid broad-
casting protocol for video on demand,” in Proc. 1999 Mul-
timedia Computing and Networking Conference, pp. 317–326,
San Jose, Calif, USA, January 1999.

[19] H. Shachnai and P. Yu, “Exploring wait tolerance in effective
batching for video-on-demand scheduling,” Multimedia Sys-
tems, vol. 6, no. 6, pp. 382–394, 1998.

[20] L. Gao and D. Towsley, “Threshold-based multicast for con-
tinuous media delivery,” IEEE Trans. Multimedia, vol. 3, no.
4, pp. 405–414, 2001.

[21] G. Zipf, Human Behavior and the Principle of Least Effort, Ad-
dison Wesley, Boston, Mass, USA, 1949.

[22] S. Wu and H. Jin, “Symmetrical pair scheme: a load balanc-
ing strategy to solve intra-movie skewness for parallel video
servers,” in International Parallel and Distributed Processing
Symposium, pp. 15–19, Fort Lauderdale, Fla, USA, April 2002.

[23] S. Wu, H. Jin, and G. Tan, “Analysis of load balancing issues
caused by intra-movie skewness for parallel video servers,”
Parallel and Distributed Computing Practices, vol. 4, no. 4, pp.
451–465, 2003.

[24] J. Santos, R. Muntz, and B. Ribeiro-Neto, “Comparing ran-
dom data allocation and data striping in multimedia servers,”
in Proc. International Conference on Measurement and Model-
ing of Computer Systems, pp. 44–55, Santa Clara, Calif, USA,
June 2000.



Medusa: A Novel Stream-Scheduling Scheme 329

Hai Jin is a Professor at the School
of Computer Science and Technology,
Huazhong University of Science and Tech-
nology (HUST), Wuhan, China. He re-
ceived M.S. and Ph.D. degrees at HUST in
1991 and 1994, respectively. He was a Post-
doctoral Fellow at the Department of Elec-
trical and Electronics Engineering, Univer-
sity of Hong Kong, and a visiting scholar
at Department of Electrical Engineering-
System, University of South California, Los Angeles, USA, from
1999 to 2000. His research interests include cluster computing, grid
computing, multimedia systems, network storage, and network se-
curity. He is the Editor of several journals, such as International
Journal of Computers and Applications, International Journal of Grid
and Utility Computing, and Journal of Computer Science and Tech-
nology. He is now leading the largest grid project in China, called
ChinaGrid, funded by the Ministry of Education, China.

Dafu Deng received his Bachelor degree
in engineering from the Tongji University,
Shanghai, China, in 1997, and is a Ph.D.
candidate at the School of Computer Sci-
ence and Technology, Huazhong Univer-
sity of Science and Technology (HUST),
Wuhan, China. His research interests in-
clude cluster computing, grid computing,
multimedia systems, communication tech-
nologies, and P2P systems.

Liping Pang is a Professor at the School
of Computer Science and Technology,
Huazhong University of Science and Tech-
nology (HUST), Wuhan, China. In 1995,
she was awarded the “Golden medal in ed-
ucation of China.” In the recent three years,
she has over 40 publications and 3 books in
computing science and education. Her re-
search interests include parallel and distri-
bution computing, grid computing, cluster
computing, and multimedia technology.


