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Abstract—In this paper, we investigate call admission con-
trol (CAC) schemes that can jointly provide connection-level
quality-of-service (QoS) (in terms of the new call blocking proba-
bility and the handoff dropping probability) and packet-level QoS
(in terms of the packet loss probability) for wireless multimedia
networks. Stationary CAC schemes are proposed as the results
of the solution to constrained optimization problems. A dynamic
CAC scheme that can be adapted to varied and varying traffic con-
ditions dynamically is also proposed. The proposed CAC schemes
are computationally efficient and easy to implement, thus being
suitable for real-time system deployment. Simulation results have
demonstrated that the proposed dynamic CAC scheme achieves
better performance when applied to realistic traffic conditions
found in wireless multimedia networks.

Index Terms—Call admission control (CAC), handoff dropping
probability, new call blocking probability, packet loss probability,
quality-of-service (QoS), wireless multimedia network.

I. INTRODUCTION

QUALITY-OF-SERVICE (QoS) provisioning in wireless
networks presents great challenge due to the limited
bandwidth resource, the highly variable environment and

user’s mobility. Traditional wireless communication networks
use the circuit-switching technology for voice communications,
where the primary concern of QoS is the service connectivity
and continuity at the connection-level. The connection-level
QoS is usually measured by the new call blocking probability
and the handoff dropping probability. With the explosive
increase of the wireless communication demand, the next-gen-
eration wireless networks will employ the packet-switching
technology to support multimedia services. Most multimedia
applications are with variable-bit rate (VBR) traffic, which
allows better utilization of radio resources and higher efficiency
of the total system via multiplexing among services. However,
packets of certain services may experience varying delay, delay
jitter and loss, which will have a great impact on the application
quality perceived by end users. Therefore, the packet-level
QoS, in terms of delay/jitter and packet loss probability, has
to be guaranteed as well. In this paper, we investigate the QoS
provisioning problem at both the connection-level and the
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packet-level for multimedia applications in the next-generation
wireless networks.

Call admission control (CAC) schemes have been investi-
gated extensively in traditional circuit-switching wireless net-
works as an important mechanism to support connection-level
QoS without considering packet-level QoS [1]–[6]. On the other
hand, most of the previous research efforts on packet-level QoS
[7], [8] did not address the handoff and mobility management
issues that are important for connection-level QoS provisioning.

More recently, there has been research work addressing both
connection-level and packet-level QoS for wireless networks.
The resource reservation and call admission control scheme
proposed in [9] considered delay by differentiating real-time
and nonreal-time traffic, but did not provide quantitative
packet-level QoS guarantee analysis. Meanwhile, it reserved
resources for real-time traffic in all neighboring cells to provide
connection-level QoS guarantee for real-time traffic, which is
not efficient as the mobile user only hands off to one of these
neighbors. In [10], an adaptive QoS handoff priority scheme
was analyzed in both connection-level QoS (i.e., the new call
blocking probability and the handoff dropping probability) and
packet-level QoS (i.e., delay) performance. Since it deals with
these two level QoS problems separately, there is no guarantee
or optimization on the overall QoS performance. Talukdar
et al. [11] proposed an admission control scheme based on a
new three-class service model for integrated services packet
networks with mobile hosts. It extended the InteServ archi-
tecture [12] for QoS provisioning in wired Internet protocol
(IP) networks to mobile hosts. This scheme aimed at a guar-
anteed packet scheduling delay bound at the packet-level, but
had limitations in connection-level QoS provisioning since it
required that each mobile host requesting a connection should
provide its accurate mobility specification, which consists of
the set of cells the mobile host is expected to visit during the
lifetime of the connection. In all schemes mentioned above,
only delay was considered as the packet-level QoS metric,
while the packet loss probability was not addressed. Several
joint admission and congestion control schemes have been
proposed for integrated voice and data services for packet
radio networks [13], [14]. The numbers of voice calls and
data message connections to be admitted to the system were
decided according to the call blocking probability of voice calls
and the delay of data packets, respectively. However, priority
of handoff calls and data packet loss are not considered. For
code-division multiple-access (CDMA) wireless networks
with interference-limited soft capacity, call admission control
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strategies based on the signal-to-interference ratio (SIR) mea-
surement were proposed to support the single service [15], as
well as multimedia services [16]. These schemes considered
both physical-layer SIR constraints and connection-level QoS
simultaneously. However, they did not consider the packet-level
QoS.

The wireless networks of our interest in this work is the
last-hop type, including both wireless LANs and WANs, where
the infrastructure consists of a wireless access network and
a wired backbone network such as the Internet. Although the
wireless access network may result in longer delay in general,
the major part of delay jitter comes from the multihop wired
Internet. QoS in this aspect has been investigated extensively
in the context of IP networks. Extension to the last hop of
wireless access has also been studied [11]. For this reason, we
consider the packet loss probability as the primary packet-level
QoS metric. Generally speaking, the smaller the packet loss
is, the higher quality could be perceived by the end user. In
this context, packet-level and connection-level QoS becomes
a trade-off, and their joint optimization is important for the
overall QoS provisioning.

In this paper, we propose efficient CAC schemes that can
jointly provide QoS at both connection and packet levels for
emerging packet-switching wireless networks under the con-
straint of limited and varying bandwidth resources. The major
contributions of this work are highlighted below.

• Both connection-level QoS in terms of the new call
blocking probability and the handoff dropping proba-
bility and packet-level QoS in terms of the packet loss
probability are analyzed based on a common traffic
model. It provides insights into the relationship and
tradeoff between QoS provisioning at these two levels.

• Resource allocation is formulated as a joint optimization
problem with different objectives and constraints on QoS
provisioning.

• Suboptimal solutions to the formulated problems are de-
veloped, and the corresponding stationary CAC schemes
are proposed to achieve the objectives.

• A dynamic CAC scheme that is adaptive to varied and
varying traffic conditions is proposed.

• All the proposed CAC schemes are computationally effi-
cient and easy to implement, thus being suitable for real-
time system deployment.

The rest of the paper is organized as follows. In Section II,
stationary CAC schemes with joint connection-level and packet-
level QoS optimization are investigated based on a traffic model.
In Section III, a dynamic CAC scheme is proposed to take the
traffic dynamics of real-world networks into account. Experi-
mental results are given in Section IV, where the performances
of the proposed schemes are evaluated and compared with sim-
ulations. Finally, Section V concludes the paper and presents
some future work directions.

II. STATIONARY CAC SCHEMES FOR VBR TRAFFIC

In a wireless network, packet loss occurs at different layers.
At the physical layer, the error-prone radio channel causes
data corruption. Advanced channel coding schemes have been

developed to solve this problem [17]–[19]. At the link layer,
competing access to the shared radio resource results in data
collision. Multiple access control (MAC) schemes with QoS
considerations have been developed to avoid this problem [20],
[21]. At the network layer, packet loss is mainly caused by
congestions due to the scarce of network resources. Our work
addresses this problem and develops the network layer CAC
mechanism to jointly optimize packet-level and connection-level
QoS. In this section, we consider stationary CAC policies, i.e.,
they depend only on the current system state, which is defined
by the number of VBR connections (including new and handoff)
being carried in the cell. Without loss of generality, we examine
one single cell with the assumption that all other cells have
a similar behavior statistically.

A. VBR Traffic Model

For each VBR traffic flow, a two-state on–off model is used
to describe the source traffic. It is assumed in this model that the
source traffic is in either the on- or the off-state. The data traffic
is generated at the peak rate in the on-state, while no traffic is
generated in the off-state. The probability of the source in the
on-state is denoted by . Furthermore, we assume that all
VBR connections have the unit peak rate, and are independent
of each other. Mathematically, the th VBR traffic is a random
process , which consists of independent identically dis-
tributed random variables for any and with

and . In the following, we
use this VBR traffic model to analyze the packet loss probability
and its properties, which provides insights into the development
of our call admission control schemes. The simple model is
chosen for its mathematical tractability with closed-form solu-
tions. However, our call admission schemes can be extended to
more realistic multimedia VBR traffic, provided that the packet
loss probability follows the same properties.

The current active load , defined as the total traffic in the
on-state, is a random process obtained by summation of all the
carrying connections. That is

(1)

where is the total number of VBR connections being car-
ried in the system. For any , has a binomial distribution

, i.e.,

(2)

Suppose that the system capacity is . Then, the average load
loss is the expectation of exceeding , which can be
written as

(3)

The average total active load is

(4)
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Thus, the load loss rate with calls in the system
becomes

(5)

Assume that the new and the handoff connection arrivals are
Poisson distributed with rates and , respectively. The cell
residence time of each connection is exponentially distributed
with mean . Let , and . The corre-
sponding Markov chain gives the stationary state distribution as

(6)

such that

(7)

where and , , denote the accep-
tance probabilities for the new call and the handoff call requests,
respectively, when the system is in state .

Consequently, the QoS metrics , , and are all func-
tions of the CAC policy , defined by and ,

, where is the maximum number of connections
allowed in the cell. The new call blocking probability is given
by

(8)

the handoff dropping probability is

(9)

and the packet loss probability caused by traffic congestion is

(10)

B. Stationary CAC Problem Formulation

The stationary CAC problem is to decide the unknown vari-
ables and , such that , , and are opti-
mized jointly. In particular, the following three problems are
formulated with different optimization objectives.

1) Minimize subject to and constraints. This
problem is to obtain the best media application quality
by minimizing the packet loss probability under certain

constraints on the connection-level QoS. Mathematically,
we would like to find the optimal CAC policy such
that , subject to , and

.
2) Minimize subject to and constraints. This

problem is to find the optimal CAC policy such that
, subject to , and

.
3) Minimize subject to and constraints. This

problem is to find the optimal CAC policy such that
, subject to , and

.
Since the state space could be infinite as increases in-

definitely, it is not practical for a real-time system to solve
the above constrained optimization problems for optimal solu-
tions. Instead, suboptimal solutions are found within a subset
of the stationary CAC schemes to reduce the computational
complexity dramatically.

C. Suboptimal Solutions

We consider the set of CAC schemes , where is
a real number, is an integer, and . The acceptance
probabilities of new call requests are

(11)

where is the largest integer number not exceeding . The
acceptance probabilities of handoff requests are

.
(12)

In other words, the CAC policy admits a new connection re-
quest if and only if the current load is less than , while ad-
mits a handoff request if and only if the current load is less than

. When is a noninteger, the CAC policy admits a new con-
nection request with the probability of the fractional part of .
This subset of CAC is called the limited fractional guard channel
scheme, which has been proved to be the optimal CAC policy
for constrained connection-level QoS provisioning [1]. Within
this subset, the optimization of CAC schemes is to find the op-
timal values of and such that the objectives are satisfied.

Let denote , and . For a given set of ,
the steady-state distribution is shown in (13) at the bottom of the
page, where

(14)

(13)
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Now, we can rewrite the QoS metrics , and as
functions of , as shown in (15) and (16) at the bottom
of the page, and

(17)

where is shown in (18) at the bottom of the page.
From the previous equations, we can derive the following

properties of the three QoS metrics , , and .

• Property 1: For a given , decreases with the increase
of .

If , then ,
.

• Property 2: For a given , increases with the increase
of and approaches to upper limit .

If , then ,
; and .

• Property 3: For a given , increases with the increase
of .

If , then ,
.

• Property 4: For a given , decreases with the increase
of and approaches zero.

If , then ,
; and .

• Property 5: For a given , increases with the increase
of .

If , then ,
.

• Property 6: For a given , increases with the increase
of and approaches an upper limit .

If , then ,
; and .

The mathematical proofs of the above properties can be found
in [22]. From Properties 1–4, it is straightforward to obtain the
following corollary.

Corollary 1: With the increase of , the value of that
yields the same is nondecreasing and the value of that
yields the same is nondecreasing.

For any given , we develop several computational modules
as described in Figs. 1–5 to determine suboptimal solutions.

• Computational Module 1: Test if is large enough to
meet the constraints on and , i.e., if there exists
any for given such that and

.
• Computational Module 2: Find the least integer to

satisfy both and constraints.
• Computational Module 3: Find for the given such

that .
• Computational Module 4: Find for the given such

that .
• Computational Module 5: Find for the given such

that .

(15)

(16)

(18)
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Fig. 1. Computational Module 1: Test if N is large enough to meet both
constraints on P and P .

Fig. 2. Computational Module 2: Find the least integerN that satisfies both
P and P constraints.

Computational Modules 2 and 4 and their proofs can also be
found in [1]. Computational Modules 3 and 5 are developed sim-
ilarly to computational module 4 using binary searching based
on the properties given above. Note that computational modules
3, 4, or 5 are called only when the , the or the con-
straint can be met for the given , respectively. Based on these
properties and computational modules, we are able to develop
suboptimal solutions for each of the three formulated problems
in the following.

1) Minimize Subject to and Constraints: This
problem could be reformulated as: to find the suboptimal CAC
policy such that
and , . The procedure
is stated as follows.

Step 1) Let and use computational module 1 to test
if there exists an such that and

. If it is true, we obtain the min-
imum , and , . Otherwise,
we proceed to the next step.

Fig. 3. Computational Module 3: Find T for given N such that
P (N; T ) = P .

Fig. 4. Computational Module 4: Find T for given N such that
P (N; T ) = P .

Fig. 5. Computational Module 5: Find T̂ for given N such that P (N; T̂ ) =
P .

Step 2) Find the minimum such that both
and constraints are satisfied using computa-
tional module 2.

Step 3) Let and use computational module 3
to find the minimum such that both
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Fig. 6. Flowchart of the algorithm of minimizing P with P and P

constraints.

and constraints are satisfied. Then, we have
, , and the corre-

sponding minimum .

Fig. 6 illustrates the flowchart of the procedure.
Proof: Let us start with . If there exists an

such that and ,
could be minimized as zero. Then, we obtain the solution

and stop in Step 2). Note that there could be more than one ,
the choice of the best can be reduced to a connection-level
optimization problem (including the optimization of and

). Otherwise, and constraints cannot be met simul-
taneously without increasing and causing . Using
computational module 3, we can find a for any by
searching for such that . According
to Corollary 1, when , the that satisfies

is nondecreasing, i.e.,
. Then, with Properties 5 and 6, when ,

we have . Thus,
the minimum is equal to .

2) Minimize Subject to and Constraints: This
problem could be reformulated as: to find the suboptimal CAC
policy such that
and , .

The optimization procedure is stated as follows.

Step 1) Set and as initialization.
Step 2) Find that satisfies

using computational module 4.
Step 3) Check if . If yes, proceed

to Step 4); else, go to Step 6).
Step 4) Check if . If yes,

update , , and
.

Step 5) Let and go back to Step 2).
Step 6) Find the such that

using computational module 3.
Step 7) Check if . If yes, continue

on Step 8); else, stop.
Step 8) Check if . If yes, continue

on Step 9); else, go to Step 10).

Fig. 7. Flowchart of the algorithm of minimizing P with P and P

constraints.

Step 9) Search for that satisfies
using Computational Module 5. Let ,

, and .
Step 10) Let , and go back to Step 6) (until

).

Fig. 7 illustrates the flowchart of the optimization procedure.
Proof: Let us start with . We can find

that satisfies in Step 2). According
to Properties 1 and 3, yields the minimum under

. After the iteration of Step 5), we found and
as the maximum numbers of and that sat-

isfy and .
Step 4) updates as the minimum for all such
that both and constraints are satisfied.

Then, we determine if there exists smaller that satisfies
both and constraints when using the
following steps. In Step 7), if the constraint is violated, for
the current , has to be decreased from to meet
the constraint according to Property 6. According to Property
2, we have the resulting . It follows that, under the
current value, there is no solution to result in smaller
than with the constraint satisfied. Furthermore, we
can show that increasing can only results in higher .
According to Corollary 1, with the increase of ,
is nondecreasing, i.e., . According
to Properties 5 and 6, we get

. Therefore, for
given , if ,

for any . Therefore, we can stop the iteration.
The most updated and is the optimal solution with the
minimum .

In Step 8), if the constraint is violated, has to be
decreased from to meet its constraint according to
Properties 4. As discussed above, under the current value,
there is no solution to result in smaller than with both

and constraints satisfied. Thus, we continue to examine
the next in Step 10) without updating the current optimal so-
lution and minimum . Otherwise, in Step 9), since

, we have
with Property 6 and with Property 2. Mean-
while, since , where
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is such that , we have
. Thus, we get according to

Property 4. This shows that the updated is
the optimal solution with the updated minimum up to the
current , while both and constraints are satisfied.

Consider the scenario where the traffic load is so light with
respect to the target constraint that the upper bound

. Then, even if every arriving connection is admitted, the
average packet loss is still below the target. Theoretically, the
CAC policy can minimize both and to zero by admitting
all connection requests. This special case is not of our interest,
but can be detected by stopping the iteration from Steps 1–5)
when , where

is a very small value.
3) Minimize Subject to and Constraints: This

problem could be reformulated as: to find the suboptimal CAC
policy such that
and , . It is dependent
on the parameters of the traffic load and target and . The
optimal solution only exists when and are set properly
for the traffic load conditions. Otherwise, there exist two trivial
results.

Case 1) The traffic load is so heavy that the target and
constraints cannot be both satisfied.

Case 2) The traffic load is so light that could be min-
imized to zero, while both and constraints
can be satisfied.

We use the following procedure to find the optimal solution.

Step 1) Set in the initialization.
Step 2) Let , and test if . If yes, let

and repeat Step 2) until
.

Step 3) Let , and find under
such that using
Computational Module 3.

Step 4) Check if . If yes,
the result corresponds to Case 1); else, proceed to
the next step.

Step 5) Let and , and
we have ,

.
Step 6) Let , and find under such

that using Computational
Module 3.

Step 7) Check if . If yes, go to
Step 8). Otherwise, stop with the optimal solution

.
Step 8) Check if . If yes,

update , ,
, . and

then go to Step 9). Otherwise, go to Step 9) directly.
Step 9) Check if , where is a

very small value. If yes, go back to Step 6). Other-
wise, the result is Case 2).

Fig. 8 shows the flowchart of the above procedure.
Proof: Steps 1–4) of the above procedure are used to

detect if the result belongs to Case 1), i.e., to find if there

Fig. 8. Flowchart of the algorithm of minimizing P with P and P

constraints.

exists an pair such that and
. In Step 2), we find the minimum

that can meet the target . According to Property 1, for
any , obtains the minimum . Then,
in Step 3), we find the minimum under

that can meet the target . According to Properties 1
and 2, the set of that is a subset
of . According to
Properties 5 and 6, for

. Therefore,
if we find in Step 4), then
there is no
that can satisfy . In other words, there does
not exist an pair such that both the and the
constraints can be satisfied, which is Case 1).

Otherwise, if we can find
in Step 4), then there exists that can meet both and

constraints. Then, we continue the following procedure to
find out the optimal solution and detect whether it belongs to
Case 2). In Step 5), we find the optimal solution

that yields the minimum , denoted by
, in the set of that

both and constraints are satisfied. Now, we only have to
examine . In Step 6), when , re-
sults in the minimum under subject to the constraint.
In Step 7), if , there is no for
the current and above that can satisfy both and con-
straints due to the same reason as that given in Step 4). Thus, the
current is the optimal one with minimum . Other-
wise, if necessary, the optimal solution is updated in Step 8)
before proceeding to . The iteration stops either when

in Step 7) with the optimal solution
, or the converges to the upper limit

in Step 9), which indicates the result of Case 2). In the latter
case, the could be minimized to zero by admitting all the
handoff connection requests without violating both and
constraints.

Once the optimal values of and are obtained, the corre-
sponding CAC policy is predefined as follows. When the cur-
rent load is less than , any new or handoff connection request
is admitted. When the current load is equal to the integer part
of (i.e., ), the handoff connection request is admitted,
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while the new connection request is admitted with probability
of . When the current load is greater than and less
than , only handoff connection requests are admitted. When
the current load reaches , all connection requests are rejected.

When the traffic parameters change, the base station performs
the appropriate procedure again to calculate a new set of optimal

and , which defines a new stationary CAC policy.

III. DYNAMIC CAC SCHEME FOR VBR TRAFFIC

In Section II, we developed suboptimal stationary call admis-
sion control schemes for wireless VBR traffic. For mathematical
tractability, the identically distributed on-off model was as-
sumed for the VBR traffic. However, in real-world wireless
multimedia networks, the VBR traffic is actually more compli-
cated than the assumptions. Different multimedia applications
may require a different amount of resource. Moreover, the
traffic condition in terms of new/handoff call arrival and de-
parture rates may be changing from time to time. Considering
these practical aspects, the stationary optimal CAC schemes
may not be efficient. Thus, dynamic schemes that take these
factors into account are highly desirable. In this section, we
develop a dynamic CAC scheme for more realistic VBR traffic.

The objective of our dynamic CAC scheme is to optimize
the packet-level QoS under constraints on the connection-level
QoS. It adjusts the two parameters and adaptively such that

can be minimized while keeping and under certain
constraints and . Generally speaking, the more chan-
nels required to accommodate the aggregated peak data rates of
multiplexed connections, the higher will be for fixed channel
capacity . Therefore, in order to minimize , the dynamic
CAC scheme should achieve minimum , while keeping
and below their targets. Meanwhile, and provide a
tradeoff upon the change of or . A higher results in lower

but higher under certain , while a higher results in
lower but higher under certain . Based on these obser-
vations, we develop a dynamic CAC scheme described in Fig. 9.

The base station measures both the and upon new
call blocking and handoff dropping events. There are three cases
when the value of should be increased. First, if the measured

when , it is impossible to increase further
more without the increase of to lower . Second, if the mea-
sured and both exceed the targets, then either increasing
or decreasing cannot make both and lower than their
target values. Third, if the measured when ,
then it is impossible to decrease under the current to lower

. In a practical wireless communication network, where the
new call traffic is generally heavier than the handoff traffic, the
last case rarely happens.

The timer setting detects when is higher than necessity to
meet the targets of and . Upon the timer expiration, it in-
dicates that both and have been lower than their target
values for a timer’s period. Then, we decrease to the min-
imum required value. With that satisfies both and con-
straints under the current traffic condition, the dynamic change
of between 0 and ensures and . If
the base station detects that , it increases to achieve

Fig. 9. Proposed dynamic CAC scheme for minimizing P of VBR
multimedia traffic with both P and P constraints.

lower at the cost of higher within its constraints. Other-
wise, if the base station detects that , it decreases to
achieve lower at the cost of higher within its constraint.

Unlike the stationary schemes, the dynamic CAC scheme
does not assume any simplified traffic model. It is applicable to
realistic multimedia traffic with heterogeneous data rates. Fur-
thermore, the packet-level QoS metrics that can be minimized
under the two connection-level QoS constraints is not limited
to the congestion-caused packet loss probability. It is reason-
able to assume that other packet-level QoS metrics, for example,
delay or packet loss at other layers, have worse performance
when the number of connections in the system increases. There-
fore, the dynamic control process can also be applied as long
as the QoS metrics follow similar properties as those discussed
in Section II-C. Moreover, as a highly computational efficient
real-time online control process, the proposed CAC scheme can
adapt to dynamic changing traffic conditions. Therefore, it is
more practical than the stationary ones.

IV. EXPERIMENTAL RESULTS

In this section, experimental results are presented to demon-
strate the performance of the stationary CAC schemes and dy-
namic CAC scheme as proposed in the previous two sections.

A. Stationary CAC Scheme

For stationary CAC schemes, the traffic pattern follows the
model given in Section II-A with the following parameters.

• New call arrival rate: calls/s.
• Handoff call arrival rate: calls/s.
• Call departure rate: call/s.
• On-state probability of each call: .
• Cell capacity: .
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TABLE I
RESULTS OF THE SUBOPTIMAL CAC SCHEMES FOR VBR TRAFFIC

Using the procedures described in Section II-C, we compute
the optimal values of and of the stationary CAC policies
and list them in Table I. The resulting packet-level QoS mea-
surement and connection-level QoS metrics and are
also shown in Table I.

For the first example, the minimum of to meet constraints
and is . Next, we find

the minimum under , , such that
. Therefore, the minimum

is 10 . The resulting
.

For the second example, the maximum such that
10 when

is , and .
The resulting is the min-
imum one when . When increasing to ,

such that . The resulting
is the minimum. Increasing further

to and above leads to when
.

For the third example, the minimum to satisfy the con-
straint is . The minimum under
such that is

. The resulting 10 10 ,
and is the minimum when

. Increasing and above leads to
when both and

are satisfied. If we change the target new call blocking prob-
ability 10 , and the target packet loss probability

10 , then there is no solution for which both and
constraints can be met [i.e., Case 1)]. The minimum packet

loss probability can be achieved is 10
when , , and the resulting ,

. On the other hand, if we change the target new
call blocking probability 10 , and the target packet
loss probability 10 , then the result belongs to Case 2),
i.e., could be minimized to zero by increasing , and
reaches its upper limit when , ,

, , and 10 .

B. Dynamic CAC Scheme

A more complicated multimedia traffic model is used in this
subsection to test the dynamic CAC scheme. There is no closed-
form solution available. The discrete-event simulator has been
used to evaluate the performance of the proposed dynamic CAC
algorithm when applied to multiple service types (i.e., video,
audio, and voice, etc.) with VBR traffic at different peak rates.

TABLE II
TRAFFIC LOAD PARAMETER SETTINGS IN THE OPNET SIMULATION OF THE

DYNAMIC CAC SCHEME FOR VBR TRAFFIC

Fig. 10. Comparison of the packet loss probability of stationary and dynamic
CAC schemes for VBR multimedia traffic.

A network model of a single cell with channel capacity
was built with the OPNET simulator. Each channel has a

data rate of 9600 bits/s. The multimedia VBR traffic model was
built as an on–off model with configurable packet generation
parameters listed below.

• The on-state time distribution: exponential with mean 1 s.
• The off-state time distribution: exponential with mean 3 s.
• The packet interarrival time distribution during on-state:

exponential with mean 0.1 s.
• The packet size distribution: constant with mean

120 bytes.
The network traffic load configurations are shown in Table II.
The for each service type is the weighting factor of the peak
rate during the ON period. It is used by the above VBR on–off
model to scale the packet interarrival time generated.

The constraints of and are given as
and . For the comparison purpose, we
found the optimal stationary CAC schemes with and

by trial-and-error, such that the is minimized,
while and constraints are satisfied. Then, we compare

with that of the dynamic CAC scheme, as shown in Fig. 10.
To illustrate the dynamic CAC scheme, the variation of and

values are shown in Fig. 11. Simulation results for the two
schemes are compared in Table III, where and are the av-
eraged values over the simulation time. We can clearly see that
the proposed dynamic CAC scheme for VBR multimedia traffic
can achieve a lower packet loss probability than the stationary
ones, while satisfying both and the constraints. Besides,
more significant improvements of the dynamic scheme over the
stationary ones include its applicability to realistic traffic and
adaptivity to the changing traffic conditions.
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Fig. 11. Illustration of varying N and T for the dynamic CAC scheme for
VBR multimedia traffic.

TABLE III
COMPARISON OF SIMULATION RESULTS BETWEEN STATIONARY AND

DYNAMIC CAC SCHEMES FOR VBR TRAFFIC

V. CONCLUSION AND FUTURE WORK

In this paper, we addressed the problem of providing con-
nection-level QoS and packet-level QoS jointly for multimedia
applications in the next-generation wireless networks. Specif-
ically, the new call blocking probability , the handoff
dropping probability , and the packet loss probability

for VBR traffic in wireless networks were analyzed
based on a VBR traffic model. Three different joint optimiza-
tion problems with different objectives and constraints were
formulated. The suboptimal solution to each of the problems
was developed. A dynamic CAC scheme was also proposed
for the heterogeneous and varying multimedia traffic. Both sta-
tionary CAC and dynamic CAC schemes are computationally
efficient for real-time implementation, and effectively provide
joint packet-level QoS and connection-level QoS. Simulation
results also showed that the dynamic CAC scheme achieves
better performance than the stationary one when being applied
to realistic multimedia traffic.

We are investigating the extension of the proposed schemes
to more realistic VBR traffic models such as the self-similar
VBR traffic model [23]. Future research directions include more
practical considerations of the packet-level QoS metrics. For ex-
ample, buffers can be employed to improve the packet-level QoS
in terms of packet loss probability, but with increased delay. In
that scenario, four QoS metrics need to be considered: two (new
call blocking probability and handoff dropping probability) at
connection-level and the other two (packet loss probability and
delay) at packet-level. The joint QoS support involves both in-
terlevel and intralevel tradeoffs in the following three aspects:

the tradeoff between connection-level and packet-level QoS, the
tradeoff between the two connection-level QoS metrics, and the
tradeoff between the two packet-level QoS metrics. The call ad-
mission control, as well as scheduling schemes shall be inves-
tigated. In addition, the current work is based on the wireless
system with a bandwidth-limited hard capacity. It is interesting
and valuable to extend the current work to wireless systems with
interference-limited soft capacity.
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