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Abstract

A fast H.264 Intra-prediction mode selection scheme is proposed in this work. The
objective is to reduce the encoder complexity without significant rate–distortion performance
degradation. The proposed method uses spatial and transform domain features of the target
block jointly to filter out the majority of candidate modes. This is justified by examining the
posterior error probability and the average rate–distortion loss. For the final mode selection,
either the feature-based or the RDO (rate–distortion optimization)-based method is applied to
2–3 candidate modes. It is demonstrated by experimental results that the proposed scheme
demands only 7–10% of the complexity of the RDO (rate–distortion optimized) mode decision
scheme with little quality degradation.
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1. Introduction

The emerging video coding standard H.264, which is jointly developed by ITU-T
and MPEG, provides the state-of-the-art video coding technique to meet a wide
range of applications [1]. H.264 offers a significant performance improvement over
previous video coding standards such as H.263++ and MPEG-4 [2,3] at the expense
of a higher computational complexity. Among many new features, Inter and Intra-
prediction modes are greatly enriched using variable block sizes and various direc-
tional predictions, respectively [4,5]. The Intra-prediction technique is recognized
to be one of the main factors that contribute to the success of H.264. It is reported
in [6] that H.264 Intra-frame coding outperforms the JPEG-2000 still image com-
pression standard due to this feature.

The RD optimization (RDO) technique [7] has been employed in H.264 for In-
tra-prediction mode selection to achieve coding efficiency. However, the computa-
tional complexity of the RDO technique is extremely high since the encoder has to
encode the target block by searching all possible modes exhaustively for the best
mode in the RD sense [8]. Efforts have been made in developing fast H.264 In-
tra-mode prediction algorithms. Pan et al. [8] proposed a fast mode decision
scheme with a pre-processing technique, which measures the edge direction of a
given block so as to reduce the number of probable modes for complexity reduc-
tion. The performance of this method is about 20–30% (or 55–65%) faster than the
RDO method at the cost of 2% (or 5%) extra bits. Jeon and Lee [9] proposed
another fast Intra-mode decision scheme, where the encoding speed is approxi-
mately 30% faster than that of the RDO method.

In this work, we present a simple yet effective fast mode decision algorithm for
H.264 Intra prediction using spatial and transform domain features of the target
block jointly [10]. This method is able to filter out the majority of candidate modes
so that we only have to focus 2–3 modes for the final mode selection. To justify the
use of joint features, two quantities are measured and analyzed. They are the pos-
terior error probability and the average rate–distortion loss. Furthermore, to speed
up the RDO process in the ultimate mode selection, an RD model is developed
[11]. The proposed mode decision scheme has been integrated with the H.264
JM7.3a codec for performance evaluation. It is compared with the RDO mode
decision scheme of H.264 in terms of the computational complexity, the average
PSNR and the coding bit rates for several test sequences [12]. Simulation results
demonstrate that the RD performance of the proposed algorithms is almost iden-
tical with that of the RDO mode decision scheme for a wide range of bit rates.
However, the proposed algorithm only demands about 7–10% of the complexity
of the H.264 RDO method.

The rest of the paper is organized as follows. The Intra prediction of H.264 is
reviewed in Section 2. Two features for mode filtering are introduced in Section 3.
The mode filtering using joint features is described in Section 4. The final mode
selection is discussed in Section 5. Experimental results are provided in Section 6
to show the performance of the proposed scheme. Concluding remarks are given
in Section 7.
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2. Intra prediction for H.264

The H.264 standard exploits the spatial correlation between adjacent macro-
blocks/blocks for Intra prediction. That is, the current macroblock/blocks is predict-
ed by adjacent pixels in the upper and the left macroblocks/blocks that are decoded
already. H.264 offers a rich set of prediction patterns for Intra prediction. They are
nine prediction modes for 4 · 4 luma blocks and four prediction modes for 16 · 16
luma blocks. Each mode follows a certain prediction direction and the predicted
samples are obtained by a weighted average of decoded values of neighboring mac-
roblocks/blocks [7].

To take the full advantage of these modes, the H.264 encoder can determine the
mode that meets the best RD tradeoff using the RDO mode decision scheme. That is,
it exhaustively searches the best mode for every block that produces the minimum
rate–distortion cost given by

Jðs; c;mjQP ; kmÞ ¼ SSDðs; c;mjQP Þ þ km � Rðs; c;mjQPÞ; ð1Þ
where QP is the macroblock quantization parameter, km is the Lagrangian multiplier
(usually chosen to be 0.85 Æ 2QP/3), SSD (Æ) means the sum of the squared differences
between the original 4 · 4 luminance block denoted by s and its reconstruction c at
each candidate mode m, and R (Æ) represents the number of bits associated with the
chosen mode. The complexity of the Intra-mode decision using RDO is extremely
high. To reduce the encoding complexity, a new Intra-mode decision method is pro-
posed using a multistage decision framework [13] as detailed below.

The RDO mode decision method finds the optimal mode in the RD sense. To be
more precise, it exhaustively searches the best mode by measuring the RD cost based
on the actual rate and distortion after entropy coding and reconstruction, respective-
ly. This technique is however too costly to be implemented in practical applications.
It is desirable to find the optimal mode or a sub-optimal mode using some simplified
method [8].
3. Feature selection

In this section, we consider both spatial and frequency domain features to filter
out unlikely mode candidates.

3.1. Spatial domain feature selection

For each prediction mode, we can compute the sum of absolute differences (SAD)
between the true and the predicted pixel values as a spatial domain feature. It can be
written as

SAD ¼
X
ðx;yÞ2bk

jDðx; yÞj; Dðx; yÞ ¼ Iðx; yÞ � P iðx; yÞ; ð2Þ

where bk represents kth 4 · 4 block in current macroblock, I and Pi represent the true
and the predicted pixel values of ith 4 · 4 Intra mode, respectively.
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Intuitively speaking, a good mode should lead to a small SAD value. This is called
the amplitude test. It is important to study the accuracy of mode selection based on
this simple test. To achieve this goal, one way is to examine the probability that a
wrong mode is chosen for the current block, given observation of f (mSAD). It is re-
ferred to as the a posteriori error probability since it contains the information after
f (mSAD) is observed

Probðejf ðmSADÞÞ ¼ ProbðmSAD 6¼ mRDOjf ðmSADÞÞ; ð3Þ
where mSAD and mRDO are modes selected based on the optimal SAD and RDO cri-
teria, respectively, and f (mSAD) represents the SAD value of mode mSAD. Intuitively
speaking, the smaller the value of f (mSAD), the smaller the probability of erroneous
prediction. This conjecture is studied experimentally in Fig. 1A, where we plot
Prob(e|f (mSAD)) as a function of f (mSAD). The statistical data are obtained from a
collection of three QCIF sequences (Akiyo, Foreman, and Table Tennis) of 300
frames long. We see that if the smallest SAD value, i.e., f (mSAD) is lower than 50,
we can get an excellent prediction with the error probability lower than 10%. For
most of bigger SAD values than 50, the prediction error is approximately in the
Fig. 1. The posterior error probability calculated based on (A) the definition in (3), (B) the definition in
(5), (C) the cumulative histogram with respect to the SAD value, and (D) the cumulative histogram with
respect to the SATD value.
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range between 30 and 60%. Then, the prediction based on the smallest SAD value
alone is not very accurate.

The posterior error probability figure shows the possibility of early termination
with sacrifice of decision accuracy. Based on experimental results, the RD perfor-
mance loss is insignificant in most test sequences when the decision error is less than
10%. Due to this reason, the proposed algorithm employs the early termination rule
using the SAD feature given in (3). That is, if the f (mSAD) value is less than threshold
DSAD = 50, then we can choose mSAD as the Intra-prediction mode. The usefulness
of this early termination rule can be found by examining the cumulative histogram
of blocks with computed feature values of f (mSAD). For example, under threshold
DSAD = 50, there are about 38% of blocks in Fig. 1C that have f (mSAD) 6 DSAD

for early termination at the risk of less than 10% in making the wrong mode
selection.

It is worthwhile to point out that the spatial edge filtering technique proposed in
[8] passes the examining block only once while the SAD and SATD computations
have to be repeated for every possible Intra-mode in our scheme. However, the edge
filtering method always selects the four most probable modes for RDO since it does
not have enough accuracy in picking up one or two final modes. The complexity of
H.264 Intra-mode decision lies primarily in RDO or RD estimation rather than the
simple feature calculation like SAD. Our algorithm has focused on the reduction of
the number of RDO and, consequently, achieved a modular speedup of around 10.

3.2. Transform domain feature selection

Based on the Parseval theorem, the total energy (or the 2-norm) of the difference
in the space domain and the transform domain should be the same. It is reasonable
to say that a good prediction should also produce a small value of the sum of the
absolute transform coefficient differences (SATD), which is defined by

SATD ¼
X
ðx;yÞ2bk

jT fDðx; yÞgj; ð4Þ

where D (x,y) is defined in (2) and T is a certain 2D orthonormal transform. To com-
pute the SATD feature, T is chosen to be the separable four-point Hadamard trans-
form along each dimension due to its simplicity and good performance in assisting
the mode selection. Note that the Hadamard transform can be implemented with
only addition and shift operations that are computationally efficient. In fact, it is ob-
served that the computation of SATD does not increase the overall computational
cost much. Also, it is important to point out that SAD and SATD are generally dif-
ferent since they are the 1-norms (rather than the 2-norms) of spatial- and transform-
domain signals, respectively.

Following the discussion for SAD, we can analyze the usefulness of the SATD
feature by examining the posterior probability of erroneous decision. Let us consider
the posterior error probabilities based on SATD observation below.
Probðejf ðmSATDÞÞ ¼ ProbðmSATD 6¼ mRDOjf ðmSATDÞÞ; ð5Þ
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where mSATD and mRDO denote the best SATD mode and the best RDO mode,
respectively, and f (mSATD) denotes SATD value for mode mSATD. The posterior er-
ror probability is plotted in Fig. 1B and the cumulative histogram of blocks with re-
spect to the SATD is shown in Fig. 1D. The statistical data are sampled from the
same sequences with SAD feature like Akiyo, Foreman, and Table Tennis QCIF
sequences of 300 frames. Similarly, we can derive the early termination rule based
on the SATD feature. In the next section, we will show that it is advantageous to
use both SAD and SATD features jointly.

3.3. Sequential mode filtering

We can apply the selected features one by one in cascade to filter out unlikely
modes (or to reach an early termination criterion). This is called the sequential filter-
ing process. The effectiveness of the sequential filtering process generally depends on
the order of features. According to the above discussion, we have two features, i.e.,
SAD and SATD. We do not have a conclusion about which feature should go first to
guarantee a better filtering performance. However, for the complexity concern, it is
worthwhile to go with the SAD feature first. The amplitude tests for the SAD feature
as stated in Section 3.1 can be applied. Then, we can move to the SATD feature. It is
worthwhile to point out that there exist strong correlations between SAD and SATD
features. Thus, it is difficult to get an effective filtering result by cascading them in
two stages. In the next section, we will develop a better mode filtering scheme that
uses the SAD and SATD features jointly. By using the joint mode filtering scheme,
we can exploit the mode-priority correlation between spatial and frequency domain
features.
4. Mode filtering with joint features

In this section, we will present an approach to filter out unlikely modes with the
SAD and SATD features jointly.

4.1. Rank-ordered joint features

Let us rank the computed SAD and SATD values from the smallest to the largest
as shown in Fig. 2, where the horizontal and the vertical directions show the rank-
ordered SAD and SATD features, respectively. A smaller index number denotes a
smaller value. For the case of nine candidate modes, we can obtain a matrix of size
9 · 9. However, only 9 locations of the 81 empty slots will be filled by a certain can-
didate mode. As shown in the figure, mode m2 has the smallest SAD value and the
second smallest SATD value.

The next step is to choose a small screen window to concentrate. In Fig. 2, a
screen window of size 3 · 3 is chosen to cover the three smallest SAD and SATD
locations. Modes m0, m2, and m4 are located inside the window in this example. This
means these modes have both small SAD and SATD values. For the modes outside



Fig. 2. An example to illustrate the relationship between the 9 candidate modes (m0, . . . ,m8) and their
ranked SAD and SATD values.
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the window, they have at least one larger feature value (with its rank equal to 4 or
higher).

Since each column or each row can only have one mode, it is easy to see that a
screen window of size K · K can at most contain K modes. A smaller value of K im-
plies a more aggressive filtering scheme. In the next section, we will argue that K = 3
is usually a good choice. Then, we will have at most three candidate modes left for
further selection.

4.2. Screen window size selection

To justify the screen window size selection, let us examine the distribution of the
RDO mode in the rank-ordered joint feature space. Based on the data obtained from
two QCIF sequences of 300 frames long, we plot the cumulative histograms of RDO
modes in Fig. 3. It is clear that most RDO modes fall in the window of 3 · 3 lowest
ranks. Furthermore, we plot the cumulative histogram of RDO modes as a function
of K, where K = 1,2, . . . ,9 is the screen window size in Fig. 4. As shown in the figure,
93–95% of the best mode among the candidates when the 3 · 3 screen window is
selected. On the other hand, increasing the window size more than 3 · 3 does not im-
prove the overall RD performance much but demands one more additional RDO
process. Thus, we can efficiently search the optimal mode by focusing on modes that
fall in this region.

The other way to justify the screen window size selection is to perform the rate–
distortion analysis. Given a specific rank pair (s1, s2) in the joint SAD–SATD feature
domain. We can compute the average rate and distortion increase with respect to the
RDO mode as
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Fig. 3. The histogram of RDO modes in the rank-ordered joint feature space for test sequences ‘‘Akiyo’’
(left) and ‘‘Foreman’’ (right).

Fig. 4. The cumulative histogram of RDO modes as a function of K, where the screening window is of size
K · K, for test sequences ‘‘Akiyo’’ (left) and ‘‘Foreman’’ (right).
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DRðs1; s2Þ ¼ N�1
s1;s2

i2Ss1 ;s2

½Rs1;s2
ðiÞ � RRDOðiÞ�;

DDðs1; s2Þ ¼ N�1
s1;s2

X
i2Ss1 ;s2

½Ds1;s2
ðiÞ � DRDOðiÞ�;

where i is the block index, Ss1;s2
is the set of all events in which there exists a Intra-

prediction mode in (s1, s2), Ns1;s2
is the cardinality of Ss1;s2

. Specifically, the subscript
(s1, s2) represents the feature rank pair such as (SAD rank, SATD rank), for
instance, mode 0 (DC mode) could be ranked as the second in terms of the SAD cost
and the third in terms of SATD. Then, mode 0 falls in the position of (2,3). Further-



Fig. 5. The average rate (the x-axis) and the average distortion increase (the y-axis) for the QCIF Mobile
sequence of 300 frames.
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more, Ss1;s2
represents the event that there is a mode falling in the rank pair (s1, s2). If

the mode is the true one, it will not result in any rate increase and/or the distortion
increase. Otherwise, it will. We use Rs1;s2

ðiÞ and Ds1;s2
ðiÞ to denote the bit rate and the

distortion for block i, respectively. Please note that DR (s1, s2) and DD (s1, s2) can be
viewed as the posterior bit rate increase and distortion increase by choosing the
mode associated with (s1, s2) as the final mode.

We plot DR (s1, s2) and DD (s1, s2) as the x- and y-axis in Fig. 5 for the QCIF Mo-
bile sequence, where the origin denotes the RDO mode and the modes within the
lowest 3 · 3 rank window are labelled by the rank order. We see from the figure that
(s1, s2) = (1,1) is the closest to the RDO mode in the rate–distortion tradeoff. The
next closest one is (2,1), and the third one is (3,1), and so on. Similar RD perfor-
mance in the rank-ordered joint feature domain has been observed in other test
sequences such as Akiyo, Foreman, and Stefan.
5. Final mode selection

Based on the arguments given in Section 4.2, we conclude that the candidate
modes to be considered are those modes that fall in the lowest 3 · 3 window. The
number of Intra-prediction modes in this region is typically 2–3, but no more than
3. In this section, we will focus on the final mode selection.

5.1. Feature-based method

If these 2–3 candidate modes have quite distinct values in SAD and/or SATD, we
can apply early termination rules as stated in Section 3 to select the best mode. That
is, we have two termination criteria: the amplitude test for the smallest SAD and
SATD values. It is often that we can filter out about 30–45% (3 or 4 out of 9) reliably
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at the first stage. Then, at the second stage, we may filter out, most likely, less than
one more unlikely candidate. Thus, we still have about 4 or 5 modes left for joint
rank-ordered mode filtering followed by final selection. However, if the smallest
SAD (or SATD) is sufficiently large, we cannot make a robust decision based on
the features alone. Then, we will turn to the RDO based mode search as given in
the next section.

5.2. RDO-based method

We consider the application of the RDO method to these candidate modes if the
feature-based method does not apply. Since the RDO complexity is very high, we
propose a new RD model to predict the rate and distortion of 4 · 4 blocks for further
complexity reduction [11]. This RD model is obtained by fitting the curve of ob-
served data and demonstrated to give good performance in simulation. The pro-
posed RD model only works well when the quantization parameter is greater than
16 (i.e., excluding very high rate video) due to the limitation of the accuracy of
the model. If the quantization parameter is less or equal to 16, the conventional
RD optimization process as described in Section 2 is adopted.

The distortion model is based on the quantization error between coefficients and
transformed coefficients of the target block, rather than the quantization parameter
[14,15] or the block-variance based quadratic model [16,17], since the latter is not
accurate enough for the RD estimation of 4 · 4 blocks in the experiments. Fig. 6
shows that the relationship between the actual distortion and the estimated distor-
tion. The actual distortion means the distortion between the original and recon-
structed blocks. The relationship is approximately linear in the natural logarithmic
domain. This leads to the following logarithmic distortion model:

lnðDÞ ¼
l1 � lnðEQÞ þ g1 if EQ 6 ev0 ;

l2 � lnðEQÞ þ g2 otherwise;

�

Fig. 6. The two line segments labelled by solid thick lines give the distortion model as a function of the
quantization error: (A) Akiyo.QCIF, (B) Stefan.QCIF.
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where EQ is the quantization error, v0 is the coordinate at intersection of two lines
and lk, gk are parameters to characterize the piecewise linear model as shown in
Fig. 6. Therefore, we have

D ¼ elk �lnðEQÞþgk ; k ¼ 1; 2.

With this model, the distortion can be accurately estimated without actual
reconstruction.

The actual coding bit rate depends on the entropy coding scheme. For the JVT
baseline, the entropy codec is context adaptive variable length code (CAVLC). CAV-
LC encodes five different types of symbols (or called tokens):

1. The coefficient token (the number of coefficients, the number of trailing ones).
2. The sign of trailing ones.
3. The level of nonzero coefficients.
4. The total number of zeros before the last coefficients.
5. The run of zeros.

Here, we propose a rate model that predicts the rate of a 4 · 4 block using the
above five tokens. Actually, the rate estimation of 4 · 4 blocks is difficult since
H.264 entropy coding is context adaptive [18]. To get an accurate rate model, we
tune the parameters carefully so that the estimated rate is close to the actual rate
and the performance is consistent from low motion, smooth texture sequence to high
motion, complex texture sequence as shown in Fig. 7. First, the rate of the given
4 · 4 block is estimated by the sum of the bits spent for each token such as

R̂4�4 ¼
X

x

CðxÞ ¼
X

x
xx � xþ ax;

where x is one of five tokens for the given 4 · 4 block, C (x) is the weighted bit cost
function of x (encoding tokens), and xx,ax are corresponding weight and constant
for each encoding tokens.

Second, the estimated rate R̂4�4 is refined furthermore using the relationship be-
tween the true and the estimated rates. The model parameters xx and ax are obtained
Fig. 7. The predicted rate (circled line) model and actual bit rate (solid curves): (A) Akiyo and (B) Stefan.
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empirically based on the observations for the various test sequences. The true bit rate
as a function of estimated rate is shown in Fig. 7. The curve fitting method is used to
approximate the mapping function which maps estimated rate into true rate. For the
simple and accurate curve fitting, proposed rate model is obtained in three different
regions:

R ¼
ek1�R̂4�4 ; Region A

ek2�lnðR̂4�4�k3Þþk4 ; Region B

ek5�R̂4�4þk6 ; Region C;

8><
>:

where the parameter vector K = [k1,k2, . . . ,k6] in regions A and C are obtained by
linear regression and those in region B are obtained by minimizing MSE. Fig. 7 com-
pares real bit rate and the predicted bit rate using the proposed rate model. They are
close to each other.

In summary, the proposed algorithm can be described using six major steps as
given below.

Feature based fast-Intra-mode decision algorithm

Step 1. SAD Feature: Calculate SAD cost of nine modes for the given 4 · 4 block
based on (2).
Step 2. SAD Early Termination: If the minimum SAD value is less than threshold
DSAD, which is pre-determined by posterior error probability, then the decision
process is terminated with the SAD best mode as the final mode.
Step 3. SATD Feature: Calculate the SATD cost of nine modes for the given 4 · 4
block based on (4).
Step 4. SATD Early Termination: If the minimum SATD value is less than thresh-
old DSATD, then the decision process is terminated with the SATD best mode as
the final mode.
Step 5. Unlikely Mode Filtering: Sort the modes in an ascending order of joint fea-
tures, SAD and SATD values, by using the Quick-sort algorithm [19]. Screen the less
likely modes placed outside of 3 · 3 screen window in the joint rank-order table.
Step 6. RDO Final Decision: We switch the fine level decision to the RDO/RD
based on the quantization parameter (QP). If QP is less than or equal to 16, then
the RDO method is used to search the final mode. Otherwise, the RD model is
used to search it among the most probable modes from Step 5.
6. Experimental results

The mode decision scheme as described in Sections 4 and 5 has been integrated
with the H.264 JM7.3a codec for performance evaluation. It is compared with the
RDO mode decision of H.264 in terms of the computational cost (the average
CPU time per call for the mode decision routine) and the average PSNR as a func-
tion of the coding bit-rate for test sequences recommended in [12]. The frame rate of
each test sequences is 30 frames/s and the frame skip was selected as five so that total
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encoded frames are 50 frames per sequence because total number of frames are 300
frames.

Two different frame formats, QCIF (176 · 144) and D1 (720 · 480), have been
examined to verify the performance deviation due to different frame sizes. All mac-
roblocks are intra-coded and the quantization parameter set is chosen to be
[10,16,22,28,34,40], which means the step size is doubled from 2 to 64 because
H.264 uses exponentially increasing quantization step size scaling scheme. For this
set of quantization parameters, the average number of bits per frame, the average
PSNR, and the average encoding time of the core mode decision routine are mea-
sured for comparison, respectively.

The rate–distortion and complexity performance comparison at various coding
rates and frame sizes are shown in Figs. 8–11 and summarized in Tables 1 and 2.
Fig. 8. Comparison of (A) the RD performance and (B) the computational complexity for the Akio QCIF
sequence.



Fig. 9. Comparison of (A) the RD performance and (B) the computational complexity for the Foreman
QCIF sequence.

304 C. Kim et al. / J. Vis. Commun. Image R. 17 (2006) 291–310
As shown in these tables, the percentage of Intra coding highly varies depending on
the input video characteristics such as motion activity and texture complexity. It also
fluctuates with the values of coding parameters such as the frame rate. For this rea-
son, we reported both the modular encoding speedup for the Intra-mode decision
and the total Intra encoding speedup factor to show the computational savings
due to the proposed Intra-mode decision algorithm. The speedup factor is defined
to be the ratio of the encoding time of the mode decision routine using the RDO
technique and that of the proposed scheme.

The modular time is measured as the average encoding time of the 4 · 4 Intra-
mode decision routine while the total Intra encoding time is measured as the average
encoding time of all Intra frames. The encoding time of each method is measured by
the function timing profile in Visual Studio.



Fig. 10. Comparison of (A) the RD performance and (B) the computational complexity for the Table
Tennis QCIF sequence.
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Test sequences are chosen from low motion and smooth texture sequence to high
motion and complex texture sequence among the MPEG Class A, B, and C sequenc-
es in [12]. In terms of the rate–distortion performance, the proposed scheme achieves
almost identical RD performance while providing a modular speed-up factor rang-
ing from 8.8 to 14.6 as shown in Figs. 8–11. Note that the computational complexity
of the H.264 RDO process increases much faster than the proposed algorithm as the
average bit rate increases. The reason is that the RDO procedure consists of both
rate and distortion measurements.

When a smaller quantization parameter (QP) is used, the bit rate increases. The
RDO procedure consists of rate and distortion measurements that require entropy
coding and reconstruction of the current macroblock. The additional residual infor-
mation from smaller QP demands more computation time of the RDO procedure
accordingly. Contrary to the RDO procedure, the proposed algorithm does not



Fig. 11. Comparison of (A) the RD performance and (B) the computational complexity for the Susie D1
sequence.
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require entropy coding and reconstruction so that the speedup factor increases as the
bit rate increases.

For subjective quality comparison, reconstructed frames based on RDO and the
proposed method are captured at three different QPs as shown in Fig. 12. Again, it is
difficult to tell the visual quality difference between two pictures obtained by two dif-
ferent mode decision method.
7. Conclusion and future work

The problem of Intra-mode decision for H.264 based on joint features was studied
in this research. Two simple features, SAD and SATD, are used to filter out the
majority of candidate modes. Only 2–3 modes are left for the final mode decision,



Table 1
Rate and distortion comparison [QP = 10–40]

R:RDO: Rate (kbit/frame) PSNR (dB)

M:Proposed: 10 16 22 28 34 40 10 16 22 28 34 40

Akio [QCIF]
R 74.6 48.8 31.2 19.1 11.8 7.4 52.0 47.9 43.4 38.9 34.5 30.3
M 75.1 49.1 31.5 19.4 12.1 7.6 51.7 47.7 43.3 38.9 34.5 30.4

Foreman [QCIF]
R 109 72.5 43.8 24.8 13.8 8.0 51.8 46.4 41.3 36.9 32.7 28.7
M 109 73.0 44.2 25.0 14.1 8.2 51.3 46.2 41.2 36.8 32.7 28.8

T. T. [QCIF]
R 110 73.3 44.8 26.1 15.7 9.2 51.9 46.5 41.2 36.9 32.9 28.8
M 111 74.0 45.3 26.6 15.9 9.4 51.3 46.2 41.1 36.8 32.8 28.8

Mobile [QCIF]
R 208 159 118 81.5 51.6 26.8 52.0 46.4 40.6 34.8 29.2 24.1
M 210 161 119 82.8 52.4 27.4 51.3 45.9 40.1 34.4 28.9 24.0

Susie [D1]
R 1147 595 275 141 81.5 56.5 51.9 46.3 42.1 38.7 35.5 32.1
M 1153 606 280 146 84.3 58.4 51.4 46.2 42.0 38.7 35.6 32.3

Mobile [D1]
R 2334 1703 1153 740 455 247 51.9 46.3 40.7 35.6 30.6 25.9
M 2348 1717 1165 750 462 253 51.4 45.9 40.4 35.4 30.4 25.8
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Table 2
Computational complexity comparison [QP = 10–40]

Test sequences Modular speedup (scale) Total speedup (scale)

10 16 22 28 34 40 10 16 22 28 34 40

Akio QCIF 13.6 12.6 10.9 10.5 10.9 10.8 6.7 6.9 6.6 7.4 7.1 5.7
Foreman QCIF 13.5 13.4 10.4 11.3 10.1 9.2 6.4 7.3 7.1 7.0 7.1 6.7
T. T. QCIF 14.5 14.3 10.6 11.3 9.3 8.8 6.2 7.0 6.8 7.7 7.2 6.8
Mobile QCIF 14.3 14.8 12.1 15.4 14.3 11.9 5.8 7.4 7.5 7.0 6.8 6.7
Susie D1 15.7 13.3 12.1 11.3 10.8 9.4 7.5 7.2 6.4 7.3 6.8 6.5
Mobile D1 12.9 12.9 12.3 12.5 12.1 11.0 7.4 7.2 7.1 6.5 6.3 5.7
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Fig. 12. Visual quality comparison of reconstructed QCIF frames of (A) Foreman and (B) Mobile using
the RDO method (the upper row) and the proposed method (the lower row) where QP = 16, 28, and 34 for
the left, middle, and right columns, respectively.
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which can be done by feature-based or RDO-based methods. It was demonstrated by
experimental results shows that we can speed up the Intra prediction module of the
JVT reference software JM7.3a by a factor of 10 times or more without noticeable
RD performance degradation. Future research topics include the low complexity In-
tra/Inter-mode decision for the H.264 which is the natural extension of this research.
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