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INTRODUCTION

Multimedia terminals such as digital cameras,
cellular phones, PDA’s (personal digital assis-
tants), computers, and HDTV’s are prevalent
these days. These personal and/or home elec-
tronic devices provide accessibility and conve-
nience for users in many applications, such as
communicating with other people, learning the
latest information, acquiring multimedia content,
and being personal secretary anytime and any-
where. Besides expediency as described above,
the demand from consumers has arisen to an
even higher level. That is, people would like to
capture, manipulate, and display multimedia
content more flexibly with heterogeneous termi-
nals over the network so that this content can be
shared with friends and peers effortlessly.

For this purpose, format/rate conversion
and content adaptation techniques are needed
to compensate for the differences in these
devices. This scenario is illustrated in Fig. 1,
where we have desired multimedia outputs
from certain media acquisition devices. This
input and output content is related by some
media processing operations such as resolution
conversion, quality enhancement, aspect ratio
alternation, image/ video stitching, color depth
adjustment, chromaticity tuning, etc. One such
application occurs in the digital home environ-
ment, where various electronic devices are con-
nected by wirelines or wirelessly. Digital TV
programs can be transmitted from the set-top-
box to cellular phones or PDAs so that users
can view them conveniently any place at home.
Since the display resolutions of portable
devices are much lower than that of TV, con-
tent has to be converted to fit the require-
ments of low resolution (LR) terminals without
extensive degradation of visual quality to end
users. This involves the downsampling of video
content in spatial and, maybe, temporal resolu-
tions.  This imposes some challenges if  we
would like to perform downsampling in the
compressed video domain to save the computa-
tion of decoding and re-encoding.

On the other hand, one may want to view
multimedia contents captured by portable
devices on higher resolution terminals such as
PC or TV screens at home. As compared with
high resolution video capturing devices, the
price of high resolution display panels has sig-
nificantly dropped in recent years. Generally
speaking, a high definition (HD) video captur-
ing device is more expensive than an HD display
device, and it is challenging to get interesting
HD content for HD display devices. Three dif-
ferent scenarios for this application are summa-
rized here. The first one is that there is only one
single LR input to generate a single HR output.
SR techniques are required to upsample the low
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resolution content to enlarge the size and post-
process it to enhance the resultant video quality.
However, the single input video cannot provide
extra information so that the improvement of
image/ video resolution is limited. The second
scenario, which is more practical nowadays, is
that multiple captured images from the same
scene are taken as the input. Those input images
are taken by the same capturing device at differ-
ent time instances with a limited range of cam-
era motion. The application of SR techniques to
LR images generates images with the same
viewing angle but a higher resolution. The aspect
ratio conversion is needed since the aspect
ratios of digital cameras, cellular phones, PDAs,
computers, and HDTVs are usually different.
Besides, in order to show vivid colors on the tar-
get display panel, chromaticity tuning has to be
performed so that the color gamut of different
devices can be optimally mapped. The third sce-
nario to obtain HD content is through
image/video stitching, which is usually known as
image/video mosaicking. An example is shown
in Fig. 2, where one takes multiple low resolu-
tion (LR) image/video content as input to gen-
erate a panorama view to fit the HD display.
Since multiple capturing devices may not be syn-
chronized well in space and time, image/video
mosaicking is in general a challenging task; they
only work well under many constraints. One
possible application is video conferencing of
multiple people in two rooms located remotely,
where multiple cameras can be calibrated well
in advance. Once the panorama view is formed,
post-processing techniques such as quality
enhancement, aspect ratio conversion, and color

tone adjustment may still be needed, as shown
in Fig. 3. This system will benefit users to gener-
ate an HR output at a lower cost.

Wireless and mobile communications over
wide areas become more and more popular due
to the emerging wireless IP networks and ser-
vices. However, video transmission and stream-
ing may suffer from unreliable Internet
connection and heterogeneous bandwidth of dif-
ferent receivers. To address this scenario, the
layered representation of video contents and
their layered transmission and broadcasting (or
multicasting) are of great value, as shown in Fig.
4. Techniques for layered video transmission
could be a topic worth full treatment by them-
selves. Here we would like to emphasize the
potential need of a quality enhancement module
to convert the base video layer back to some
high resolution (HR) content.

In summary, techniques for flexible image/
video resolution conversion and content adapta-
tion are in great demand to facilitate image/video
data exchange over the network consisting of
heterogeneous capture and display terminals.
Technical challenges to achieve this goal will be
reviewed first. Then, two specific topics, i.e.,
image/video mosaicking and super resolution
conversion, are highlighted, respectively. As
compared with previous work developed for
these problems, the challenge under the current
context is to strike a balance between low com-
putational complexity and high quality of resul-
tant image/video. Several new developments
along this line are discussed. Finally, concluding
remarks are drawn and future work directions
are pointed out.

n Figure 1. Media content acquisition, processing, and display on heterogeneous terminals.
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•  Transferred to cellular phones
•  Upload to Internet to share with 
    other friends
•  Make personalized products

n Figure 2. Video mosaic generation using multiple cameras.
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RESEARCH ISSUES

Several challenging problems in achieving flexi-
ble image/video format conversion and content
adaptation among heterogeneous terminals are
examined in this section.

FRAME RESOLUTION CONVERSION AND
ASPECT RATIO ALTERNATION

Resolution is used to describe the spatial dimen-
sion of digital image/video or the total number
of pixels of a capture and/or display device. The
resolutions of commonly used displays are shown
in Table 1. On one hand, although HR images
can contain 16 mega-pixels or higher, most
images are downsampled to around five mega-
pixels or even smaller to avoid a huge file size
which makes transmitting, editing, and storage
difficult. On the other hand, if a low resolution
image captured by a cellular phone has a resolu-
tion 128 × 128, and we would like to display it
on a higher resolution screen, say, 1024×768,
some SR processing techniques are needed to
add more details to the image so that the blur
visual effect can be reduced to improve visual
quality.

Resolution conversion includes downsampling
and upsampling, which shrink and enlarge the
image size, respectively. It is easier to convert an
image from a higher resolution to a lower one.
Downsampling can be implemented by either
averaging or eliminating some rows and columns
without severe degradation. In contrast, a more
complicated processing technique is required to
convert a lower resolution image to a higher one
since some image pixel is not present in the
input and has to be interpolated based on values
of its local neighbors. This is essentially an ill-
posed problem. The simplest method to achieve
upsampling is to perform linear interpolation,
which is equivalent to the convolution of the

input with a triangular-shaped function. For the
2D case, a bilinear interpolation which estimates
the inserted pixel value from its four nearest
neighbors can be easily applied. A general high-
er-order interpolation framework [1] to smooth
an image by considering the average of a larger
area of pixels can be derived. Examples include
the famous cubic-spline interpolation. Unfortu-
nately, interpolation via linear filtering blurs
sharp edges. To address this problem, interpola-
tion techniques with nonlinear filtering have
been developed in [2]. More sophisticated SR
techniques will be reviewed later.

The aspect ratio of an image is defined as its
width divided by height. Several commonly used
aspect ratios for various applications are shown
in Table 1. If an image is displayed on a device
with an aspect ratio different from that of an
image, a proper modification is required. Typi-
cally, the image is stretched to fit the screen or
some area is cropped out or left blank in a
straightforward manner. Finally, frame rate con-
version is another interesting topic. For a thor-
ough treatment on this topic, we refer to [3].

COLOR DEPTH ADJUSTMENT AND
CHROMATICITY TUNING

Color depth, also known as pixel depth or bit
depth, indicates how many bits are used for rep-
resenting the color of each pixel. Color depth
may vary from 1 bit to 24 bits. The Truecolor
system that uses 24 bits for each pixel by assign-
ing 8 bits for each color component is popular
today. The system has 28 = 256 levels for each
component, and it can create 16.7 million dis-
tinct colors. The more bits, the more colors can
be represented, which implies better visual quali-
ty at the expense of a larger file size and longer
processing time. Multimedia devices usually have
different color depth depending on their applica-
tions. The trade-off would be processing com-

n Figure 3. Combining multiple LR inputs to generate a single HR output display via image/video mosaick-
ing followed by post-processing techniques.
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n Figure 4. An example of layered video broadcasting followed by video quality enhancement for received
LR video.
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plexity and visual quality. For graphics intensive
applications such as computer games, better out-
put visual quality requires more color depth,
which results in a longer rendering time. In this
case, visual quality could be sacrificed by lower-
ing the color depth for fast display. For other
applications where visual quality is critical, such
as digital cinemas, more bits are assigned for the
best possible performance. Another factor that
would affect the selection of color depth is the
memory space of the device. For portable
devices such as cellular phones, their memory
space and computing power are usually restrict-
ed. Consequently, visual quality could be sacri-
ficed so that lower color depth is allowed. When
we exchange multimedia content over all hetero-
geneous terminals via the Internet, the color
depth should be adjusted so as to fit in a broad
range of capture and display devices of different
color depth.

The CIE chromaticity diagram shows color
composition as a function of red and green com-
ponents. Its value depends on dominant wave-
length and saturation. Each point within the
diagram represents the mixture of spectrum col-
ors. The point with equal energy represents the
white light and any point located on the bound-
ary is fully saturated. A triangle within the dia-
gram forms a color gamut, a range of colors,
which can be generated on a specific display
screen. Different display devices have a color
gamut of different area and position. This
explains why the color tone varies from one
screen to another even for the same content. To
exchange multimedia data freely across different
terminals, it is important to reduce the color dif-
ference between display panels or screens, which
is the goal of chromaticity tuning. Some work
forms a mapping function by taking the nearest
rule, while others stretch one color gamut to
approximate the other as close as possible. How-
ever, how to achieve this goal automatically
under a generic setting is still an open question.

IMAGE/VIDEO MOSAICKING
The image/video mosaicking technique, which
combines several image/video inputs into a
panorama output, has been widely used in image
processing, computer graphics, computer vision,

and remotely sensed data processing. We may
consider multiple video sources captured by an
arbitrary number of cameras with different
parameter settings. There arise many challenging
problems in creating the video mosaic, including
temporal synchronization, focal length readjust-
ment, image registration, and color difference
compensation. The discrepancies between small-
er video tiles have to be resolved for seamless
composition. This topic has been studied for
decades, and high quality output image/video
can be obtained if there are enough computa-
tional resources.

One fundamental tool for successful
image/video mosaicking is image/video registra-
tion. Generally speaking, the image registration
process consists of two major steps: feature
detection and feature matching [4]. Feature
detection can be done either manually or auto-
matically. Since human eyes are sensitive to geo-
metric patterns, it is straightforward for people
to choose the matched patterns. However, an
automatic feature selection process based on the
particular application context is demanded for
computer processing. Feature detection tech-
niques can be classified into two categories: the
feature-based and the area-based approaches.
The main task of the feature-based approach is
to extract salient points such as corners, line
intersections, line ends, and centroids of closed-
boundary regions. For example, the wavelet
transform was used to extract local maxima. The
partial derivatives of image pixel values were
used for corner detection. However, this process
is sensitive to noise and time-consuming. The
area-based approach uses the correlation func-
tion to determine the degree of closeness. To be
specific, it computes the cross-correlation of
intensities of certain regions of input images to
find the best match. This approach is more suit-
able for images that do not have many details.
Once the feature information is available, the
next step is to find the optimal correspondence
between image tiles, which is called feature
matching. This can be achieved by finding spatial
relations among the extracted features.

Although the above methods lead to good
results, they were primarily developed in the
pixel (or spatial) domain, which is computation-
ally expensive. Given multiple compressed video
inputs, it is desirable to conduct the preprocess-
ing in the DCT domain to generate the corre-
sponding compressed image/video mosaic, since
Motion JPEG, MPEG, and H26x coding stan-
dards all adopt the DCT representation during
the coding process. Some recent developments
along this line will be described later.

RECENT DEVELOPMENTS IN
SUPER RESOLUTION TECHNIQUE

Rather than dealing with resolution enhance-
ment of a single video input via linear or nonlin-
ear interpolation, the super resolution technique
attempts to synthesize an HR output from sever-
al LR inputs. This topic becomes hot nowadays
due to the availability of low-cost HR display
devices. The effect of warping, blurring, decimat-
ing, and noise will all affect the quality of the

n Table 1. Frame resolution and aspect ratio
comparison of different devices.

Resolution Aspect ratio

SDTV 640 ×  480 4:3

HDTV 1920 ×  1080 16:9

Computer
(VGA)

640 ×  480 4:3

Cellular
phone

128 ×  128 1:1

PDA 320×200/480×320 8:5/3:2

PAL DV 720 ×  576 5:4
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output video. The goal of the SR technique is to
optimize the HR output based on the informa-
tion of LR inputs. It is an ill-posed problem
since the optimal HR video is unknown.

Most SR algorithms can be classified into two
types based on the underlying principles, namely,
the projection onto convex sets (POCS) and the
maximum a posteriori (MAP) estimation. POCS
is a set theoretic approach that can incorporate
the prior information in the system model easily
by forming a convex set for each constraint. The
constraints may include the smoothness assump-
tion, validity of the amplitude range, bounded
energy and error, etc. A feasible solution should
lie in the intersection of all convex sets. By set-
ting up those constraints properly, the final solu-
tion is guaranteed not only theoretically but also
perceptually satisfied. POCS can be implement-
ed by projecting the calculated solution onto all
constraint-based convex sets iteratively, Xk+1 =
PNPN–1 … P2P1Xk. However, this method suffers
from slow convergence and it may not have a
unique solution. Furthermore, if the constraints
are over addressed, the resultant video frames
lose some details such as sharpness, which results
in degraded blurry output.

The MAP estimation is a stochastic approach
that finds the estimate of SR video to maximize
the conditional probability density function of
the output video given multiple degraded input
video content. Mathematically, we have,

where x is the estimated SR video frame and y1,
y2, …, yp are observed LR video frames. A high-
er conditional probability means that the esti-
mated HR frame is more accurate as compared
to the original HR frame. Each observed LR
frame is supposed to be the degraded version of
an HR frame. The degradation process may con-
tain downsampling, warping, optical distortion,
motion blur, noise, etc. One key issue here is the
estimation of the degradation model based on
the prior information. If the degradation pro-
cess, H, is appropriately estimated, the SR prob-
lem becomes a minimization optimization
problem, which can be formulated as 

In other words, the degradation process is per-
formed on the initially guessed HR frame, x, and
then subtracted from the observed LR frames so
that the error between the degraded LR frame
and the observed LR frames can be computed.
The goal is to minimize the error as much as
possible. The convexity of the optimization func-
tion ensures the existence and uniqueness of the
solution. The solution process such as the gradi-
ent descent method involves matrix inversion
and multiplications so that the dimension of the
frame is critical to the SR problem in terms of
computation complexity.

To combine the advantages of MAP and
POCS, a hybrid MAP-POCS reconstruction
approach was proposed in [5], where the opti-
mization problem was modified to capture the
characteristics of both MAP and POCS. The lin-

ear space/time invariant blur and additive Gaus-
sian noise were taken into consideration in this
system. Also, input LR frames may not necessar-
ily have the same resolution as the output. By
using the Gauss-Seidel conjugate gradient and
the steepest descent methods, the unique solu-
tion is ensured while the prior information can
be successively incorporated simultaneously.
Later, Patti and Altunbasak [6] proposed a
POCS algorithm to estimate the HR output
from an image sequence. They provided a more
accurate description of the observations by
adopting higher-order interpolants. Besides, they
reduced the visibility of artifacts around bound-
aries, and modified the blur function by a weight-
ing function to make the blur function more like
an impulse in the edge gradient direction so that
the artifacts around boundaries can be eliminat-
ed. Thus, the method proposed in [6] improves
both accuracy and robustness of POCS with little
extra computation complexity. Instead of recon-
structing SR video from an image sequence,
Gunturk et al. [7] proposed a Bayesian approach
which takes multiple video clips as inputs and
considers both additive noise and quantization
errors since quantization errors contribute to
quality degradation in most popular applications.

The SR technique has been developed for
color video frames. Since color frames have
three channels, the acquired color frames suffer
severe degradation due to the low spatial resolu-
tion and color filtering so that a demosaicking
process is needed to go along with the SR tech-
nique in order to enhance the visual quality of
the output HR color frame. Farsiu et al. [8] pro-
posed a MAP-based algorithm that integrates
SR and demosaicking techniques into a single
process, where the cost function consists of four
terms. The first term, which is the same as the
traditional cost function, is the data fidelity
penalty term which measures the similarity
between the estimated HR frame and LR
frames. The second term is the spatial luminance
penalty term. It is added since human eyes are
more sensitive to the luminance component. The
third term plays a regularization role for the
chrominance component. The last term, called
the intercolor dependencies penalty term, penal-
izes the mismatch between locations or orienta-
tions of edges across color channels. By
introducing the three extra terms into the cost
function, the resultant color frame has sharper
edges with less color artifact. Most of the meth-
ods described above do generate good quality of
output video. However, their computational
complexity is relatively high for real-time appli-
cations.

A new research direction for the SR tech-
nique is to employ a block-based SR approach.
That is, we can decompose one whole frame into
small blocks and apply content-adaptive SR
techniques to each block. For example, some
blocks may have a lower noise level and simple
content (say, a smooth plane). It is possible to
generate an HR output from this block using
low complexity SR algorithms. Sometimes, it
may be sufficient to use the simple bilinear
interpolation method to reduce the computa-
tional complexity. On the other hand, for blocks
with blurring degradation, a high noise level and
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complicated content (say, edges and textures), it
tends to demand more sophisticated SR algo-
rithms of higher complexity to improve the visu-
al quality of the output HR frame.

Even though the idea described above
appears to be straightforward, there are three
major challenges to be solved. First, we need to
establish the proper correspondence between
multiple LR input frames and the target HR
output frame. This demands an effective and
robust image registration technique. Second, we
need an effective approach for block classifica-
tion so that we can choose the proper SR tech-
nique. Third, there may be artificial block
boundaries generated as a result of block parti-
tioning taken by this approach. We will need
some post-processing techniques to stitch the
blocks of HR output frame seamlessly. As com-
pared with the previous work, where the same
SR technique is applied to the whole frame, this
new approach can save computation in those
areas without critical features. Furthermore, the
computational and memory requirements for
block processing are much lower than for frame
processing due to a great reduction in the dimen-
sion of variables. Thus, this new approach is
expected to be significantly faster if the above
three obstacles can be properly addressed.

RECENT DEVELOPMENTS IN THE
IMAGE/VIDEO MOSAICKING

TECHNIQUE

Image/video mosaicking is the process of stitch-
ing two or more images/videos taken by differ-
ent cameras from different viewpoints.
Applications of image/video mosaic techniques
can be found in computer vision, pattern recog-
nition, and remotely sensed data processing.
When input image/video content is taken from
different viewpoints, sampling times, and sen-
sors, image registration is needed to integrate
these image/video tiles together. Over the past
few decades, much research has been done to
obtain an image/video mosaic. For an extensive
survey of previous work, we refer to [4].
Although previous work may yield good results,
some of them require specific instruments and
they were primarily developed in the pixel (or
spatial) domain, which is computationally
expensive in general.  Since Motion JPEG,
MPEG, and H26x coding standards all adopt
the DCT representation during the coding pro-
cess, given multiple compressed inputs of
image/video, it is desirable to conduct the regis-
tration process directly in the DCT domain to
generate the corresponding compressed
image/video mosaic.

Several color matching algorithms that com-
pensate color differences from two input image
sequences captured by different cameras were
studied before. Some of them are conducted in
the pixel domain, while others can be carried
out in the DCT domain. Two techniques, his-
togram matching and polynomial contrast
stretching, in [9] can eliminate the seam lines
due to color difference successfully and save
more than 80  percent of computation cost as

compared with the pixel domain techniques
while maintaining a high quality output. More-
over, when comparing these two approaches,
the polynomial-based contrast stretching method
outperforms the histogram matching method in
terms of the processing time and memory
requirement.

The DCT-domain registration techniques for
MPEG video were applied to the context of
video mosaic with both indoor and outdoor
scenes in [10]. Both of them can achieve certain
quality of composition while the computational
cost can be reduced significantly in comparison
with the pixel-domain based techniques. A post-
processing technique called hybrid block/pixel
level alignment, which is partially conducted in
the pixel domain and partially in the DCT
domain, is introduced to enhance alignment
accuracy. In the hybrid block/pixel level align-
ment methods, an algorithm is proposed to
detect corner blocks based on the DCT coeffi-
cients. Thus, instead of performing inverse DCT
transform on the whole image, only corner
blocks which are detected in the DCT domain
are converted back to the spatial domain for
alignment fine-tuning. This hybrid technique can
achieve perfect alignment at the cost of slightly
increased complexity. Furthermore, the DCT-
domain registration technique is more robust
than the pixel-domain registration in the pres-
ence of noise since the DC coefficients of a
DCT block are actually obtained by pixel averag-
ing over an 8 × 8 block, which corresponds to a
lowpass filtering operation.

It is worthwhile to emphasize that a complete
treatment of image/video mosaicking in the DCT
domain is not an easy job. There are many open
problems such as the handling of motion vectors
and residual images of P and B frames, the syn-
chronization of image frames in the temporal
domain, etc. It appears that the DCT-domain
video mosaicking technique will be more likely
to be applied to the motion JPEG video format
rather than the MPEG video format in the near
future.

CONCLUSION AND FUTURE WORK
The demand on flexible media content conver-
sion across heterogeneous capture and display
terminals will continue to grow when more and
more terminals are linked by IP networks. Users
will not be satisfied by rich functionalities of an
isolated device only, but will also expect compat-
ibilities between different terminals so that they
can get the best output based on the platform
available. The difference between terminals has
to be compensated by software algorithms to
facilitate multimedia data migration from one
machine to the other with minimal degradation.

In this article, two related active research
topics, i.e., super resolution and image/video
mosaicking, have been highlighted and some
new research directions have been pointed out.
The emphasis will be on the balance of compu-
tational complexity and resultant image/video
quality. Unlike traditional SR methods, we con-
sidered a content adaptive SR approach that
segments the whole image into blocks and pro-
cesses each of them differently according to their
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content property. A new image/video mosaicking
technique conducted in the DCT domain was
also discussed. Algorithms for color matching
and image registration were developed in the
DCT domain to lower computation complexity.
However, this approach has its limitation in
applicability. More research efforts toward an
integrated networking system that offers flexibili-
ty and compatibility among heterogeneous ter-
minals are expected in the near future.
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Unlike traditional 

SR methods, we

considered a content

adaptive SR

approach that 

segments the whole

image into blocks

and processes each

of them differently

according to their

content property.
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