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Abstract—A fast feature-based intra/inter coding mode selection
scheme for the H.264/AVC video coding standard is proposed in
this paper. First, three features are extracted from a macroblock
to form a feature space. Then, the feature space is partitioned into
three regions, i.e., risk-free, risk-tolerable, and risk-intolerable re-
gions, where the risk is calculated using the rate-distortion (RD)
performance loss due to wrong mode decision as well as the prob-
ability distribution of inter/intra modes in the feature space ob-
tained from an off-line training process. Depending on the region
where the feature vector of a macroblock is located, we can apply
mechanisms of different complexity for final mode decision. To cal-
culate the likelihood function of the risk, both parametric and non-
parametric density estimation schemes are developed to offer dif-
ferent rate-distortion–complexity tradeoffs. It is demonstrated by
experimental results that the proposed algorithm can save approx-
imately 20%–32% of the total encoding time of H.264 (JM7.3a)
with little degradation in the rate-distortion performance.

Index Terms—Bayes-risk minimization, coding mode prediction,
density estimation, encoder complexity, H264/AVC, mode decision.

I. INTRODUCTION

THE H.264/MPEG-4 Part 10 AVC (or abbreviated as H.264/
AVC) is an emerging video coding standard jointly devel-

oped by ITU-T and MPEG [1], [2]. It has been developed to
enhance coding efficiency to meet the increasing demand for
high-quality multimedia contents and services. H.264/AVC has
improved the coding gain of previous standards over a wide
range of bit rates by allowing a rich set of coding modes. Gener-
ally speaking, the rate-distortion (RD) performance can be op-
timized by choosing the mode whose Lagrangian RD cost is
the minimal. However, the selection of these optimal modes is
nontrivial, which usually demands a large amount of computa-
tion. Thus, complexity reduction for H.264 encoding has been
an active research area. The objective is to reduce the encoding
complexity while keeping the RD performance as close to that
of full search as possible.

We focus on the problem of encoder complexity reduction
in this paper by considering a coarse-level binary coding mode
prediction, i.e., whether the intra or the inter predictive mode
should be adopted for a given macroblock of P- or B-frames.
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Recently, there has been a lot of research on fast intra mode deci-
sion [3], [4] and fast inter mode decision [5]–[7]. However, few
results have been reported in the area of intra/inter coding mode
prediction. Chen et al. [8] examined a model-based intra/inter
mode selection scheme based on simple features, where the
costs of intra- and inter-coding were modeled by the variance
and the sum of absolute differences (SAD) of a macroblock,
respectively. The information of motion vectors and quantiza-
tion parameters was sometimes taken into account in [8]. Turaga
and Chen [9] developed a classification-based mode-decision
scheme using the maximum-likelihood (ML) criterion to facili-
tate video transmission over networks. The above two schemes
are however not suitable for intra/inter mode decision in the
H.264 reference code [10] since their selected features are not
accurate enough to provide efficient mode prediction.

Jagmohan and Ratakonda [11] proposed a supervised binary
mode classification scheme using a decision tree. They used the
down-sampled sum of absolute transform differences (SATD)
values to form a feature space and optimally partitioned it by
minimizing the misclassification rate. However, the impact of
the RD performance loss incurred by the wrong decision was
not considered in their work. More recently, the simple feature-
based mode decision algorithm was proposed in [12]. Simply
speaking, it always performs the inter mode decision first and
checks whether one should perform the intra mode search by
comparing the temporal correlation (the average rate of predic-
tion residuals) and the spatial correlation (the sum of boundary
pixel errors). This algorithm works well when the inter mode
is most likely to be the dominant one. However, a noticeable
RD performance loss could be caused by an erroneous decision
when the feature difference is not accurate enough. It is worth-
while to emphasize that a wrong decision may or may not be
critical depending on the resultant RD performance loss.

A fast inter/intra mode-prediction scheme with carefully se-
lected features is developed in this study. Under this framework,
we divide the mode decision into two stages: “coarse-scale de-
cision” and “fine-scale decision.” At the first stage, we perform
a binary decision to choose either the inter or the intra predic-
tion type to be used for a target block. The objective is to re-
duce the computational complexity by deciding the most prob-
able intra/inter type earlier. Obviously, there is a risk in making
the wrong prediction in the computation-saving effort. Thus, the
management of the prediction risk, which is quantified by the
averaged RD performance degradation rather than by the mis-
classification rate alone in this work, is critical. The proposed
algorithm adopts three simple features to estimate the temporal
correlation, spatial correlation and motion activity, respectively,
and then performs the binary mode decision in the 3-D feature
space. The 3-D feature vector space is further partitioned into

1051-8215/$25.00 © 2007 IEEE



442 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 17, NO. 4, APRIL 2007

Fig. 1. Intra/inter prediction modes for macroblock: (a) 4� 4 intra modes;
(b) 16� 16 intra modes; and (c) inter modes.

three regions according to the expected RD loss: the risk-free,
the risk-tolerable, and the risk-intolerable regions. We apply al-
gorithms of different complexity for final coding mode decision
to blocks located in these three regions, which will be described
in Section II-B. Once the intra/inter prediction is determined,
we proceed to the mode decision at the second stage; namely,
which specific intra or inter mode to be used.

The remainder of this paper is organized as follows. The
background of intra/inter mode decision is reviewed and an
overview of the proposed algorithm is presented in Section II.
Feature selection and feature space partitioning are described
in Sections III and IV, respectively. Algorithms to predict the
inter/intra coding mode in the risk-free and the risk-tolerable
regions are described in Sections V-A and V-B. The likeli-
hood estimation for risk-minimized decision is addressed in
Section VI. Experimental results are presented in Section VII
to compare the proposed algorithm with the rate-distortion
optimization method of the H.264 reference code. Concluding
remarks and future research topics are given in Section VIII.

II. BACKGROUND AND OVERVIEW

A. Intra/Inter Mode Decision Algorithm

The intra/inter mode decision scheme employed in the H.264
reference code is reviewed in this section. It exploits spatial and
temporal correlations of underlying video to perform intra/inter
mode prediction [13]. As defined in H.264/AVC, there are four
categories of predictive coding mode: the skip mode, the direct
mode (B-slice), the intra and inter modes. Specifically, H.264
offers four intra modes for 16 16 luma blocks and nine predic-
tion modes for 4 4 luma blocks, as shown in Fig. 1(a) and (b).
For the inter mode prediction, seven modes of different sizes
and shapes are supported by H.264 as shown in Fig. 1(c).

The H.264 encoder may test all possible modes, which is
called the full mode decision, by evaluating the cost associated
with each of intra/inter modes and then select the best mode with
the smallest cost. The cost is usually defined to be Lagrangian
RD cost. To estimate this cost, the H.264 reference code em-
ploys an RD optimization (RDO) procedure as stated below.

• Initialization: Given the last decoded frame, the macroblock
quantization parameter and the Lagrangian multiplier can
be selected accordingly.

• Step 1: Calculate the residuals of various intra/inter prediction
modes. For inter-predictive modes, perform the motion
estimation within a search range for multiple reference frames.
For intra-predictive modes, the directional prediction is applied
to calculate the residual for each mode.

• Step 2: Select the best prediction mode among all possible
intra/inter predictive modes by minimizing the following
Lagrangian functional:

(1)

where is the quantization parameter, is the Lagrange
multiplier for mode decision, SSD is the sum of the squared
differences between the original block luminance (denoted by
) and its reconstruction , and represents

the number of bits associated with the chosen mode. It includes
the bits needed for the coding of the selected prediction mode
and the DCT coefficients for the given block.

The computational cost of the above RDO procedure for intra/
inter mode decision is very high. Even without RDO, the com-
plexity is still high since the encoder checks all inter and intra
modes. Especially, the RDO procedure for inter modes is more
complex than that for intra modes since the former involves full
motion search over a window of reference positions. When the
best mode is one of the intra modes, a large amount of compu-
tation for motion search is wasted.

There exist fast algorithms to select the optimal inter-pre-
diction mode [14]–[16] and the optimal intra-prediction mode
[3], [12], [17]–[20], individually. However, little work has
been done yet in developing a fast algorithm that performs fast
(binary) intra/inter mode decision. It is desirable to make the
coarse-level mode decision about which class of modes (i.e.,
the class of intra-predicted modes or the class of inter-predicted
modes) to focus at the first stage. Afterwards, fast algorithms
can be used to select the specific mode within each class at the
second stage for fine-level mode decision. Our study focuses
on the coarse-level mode decision at the first stage.

Even though some of this work was presented in [21] and
[22], we have rewritten the material and included a substantial
amount of new results. They include statistical analysis of the
macroblock distribution in each of partitioned observation fea-
ture-vector space, new decision schemes of quantized cells in
the 3-D feature vector space, and comparison of parametric and
nonparametric density estimation methods in terms of the RD
performance and complexity saving for various frame-skips and
different resolutions of test sequences (e.g., QCIF, CIF, and D1).

B. Overview of Proposed Algorithm

An overview of the proposed algorithm is depicted in Fig. 2.
First, three cost-effective features are extracted from the cur-
rent macroblock to form a 3-D feature vector. It is observed
that the inter prediction provides better performance than the
intra prediction when the temporal correlation is stronger than
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Fig. 2. Overview of the proposed intra/inter mode decision algorithm.

the spatial correlation, and vice versa. We also observe that the
intra/inter mode decision is highly correlated with the degree of
motion activity. Based on these observations, we employ three
features that reflect the spatial correlation, the temporal corre-
lation, and the motion activity, respectively. Second, the fea-
ture space is partitioned into three mutually exclusive regions
off-line according to the risk, namely, risk-free, risk-tolerable,
and risk-intolerable regions.

As shown in Fig. 2, if the feature vector lies in the risk-free
region, the decision is made based on simple feature comparison
which is the differential cost between the intra feature and the
inter feature. If it is in the risk-tolerable region, the risk-mini-
mizing mode is selected, where the risk is chosen to be the Bayes
risk, which is calculated based on the probability of erroneous
mode selection and the average RD performance loss. Finally,
if it is in the risk-intolerable region, i.e., it is included neither
in the risk-free region nor in the risk-tolerable one, a full mode
decision process is conducted to avoid significant RD loss.

III. FEATURE SELECTION

The proposed mode decision algorithm is a feature-based ap-
proach. Good features should be easily computed at a low com-
putational cost while capturing the spatial and/or temporal cor-
relation well so as to offer important clues about which mode to
select.

A. Intra Mode Feature

To characterize the spatial domain correlation, which can be
exploited by an intra-prediction mode, we use the SATD of the
prediction residual due to its simplicity and good mode-discrim-
inating capability [23]. For the transform function, we adopt the
simple Hadamard transform since only addition and shift op-
erations are needed in the computation. For each 4 4 block,
we calculate SATD values for only five modes, which are the
dc, vertical, horizontal, diagonal down-left, and diagonal down-
right modes, and pick the smallest one as the representative
value. Finally, the feature to reflect the spatial domain corre-
lation, denoted by or , is chosen to be the sum of the
SATD values of sixteen 4 4 blocks contained by the current
16 16 macroblock. Mathematically, we have

(2)

where is the index of 4 4 blocks in the current mac-
roblock, denotes one of five candidate prediction modes,
is the Hadamard transform, and are pixels of the

Fig. 3. Decision error probability versus the frame-skip number for sequences
Akiyo, Foreman, and Stefan.

Fig. 4. Cumulative histogram of macroblock distribution using (a) mac-
roblocks of low motion activities, (b) macroblocks of medium motion
activities, (c) macroblocks of high motion, and (d) all macroblocks activities.

th block of the current macroblock and the corresponding pre-
dictive intra mode, respectively. If the value of is small, it is
likely that the intra-predictive mode will be selected.

In calculating intra feature , the original pixels of its
neighbor 4 4 blocks are used to generate the prediction pixels

. Basically, the intra and inter features are chosen to be
simple yet effective for the binary mode decision. At the same
time, the reconstruction cost of each 4 4 block is saved in our
scheme. We see that the proposed feature difference is very ac-
curate as shown in Figs. 3 and 4 when the MB is in the risk-free
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region for various frame-skips as well as a wide range of mo-
tion activity. By the frame-skip, we mean the number of frames
skipped between two encoded frames. For a sequence of 30 fps,
we will have 30, 15, and 10 fps if the frame-skip number is equal
to 0, 1, and 2, respectively. It is important to emphasize that the
main purpose of simple intra and inter features are not for the
final intra-mode decision but for simple binary decision of the
risk-free region in the observation space.

B. Inter Mode Feature

To compute the feature to reflect the temporal domain cor-
relation, which can be exploited by an inter-prediction mode,
we search the best matched macroblock with respect to one ref-
erence frame. In our implementation, the motion vector is ob-
tained using modified MVFAST [24] with the quarter pixel ac-
curacy. The MVFAST algorithm can be summarized as follows.

1) Detection of stationary (zero-motion) blocks;
2) Determination of local motion activity;
3) Determination of the search center depends on the local
motion activity;
4) Local motion search around the search center.

Three modifications are made to fine-tune the performance.
First, we add two more candidate motion vectors in the spatial
(the left upper macroblock) and temporal (the co-located mac-
roblock in the previous frame) neighborhood. Second, the resid-
uals of previously visited search points are kept in the memory
to avoid recalculation. Third, the total number of search points
for a block is restricted to be in the worst case. Math-
ematically, the inter-prediction feature, denoted by or ,
can be expressed as

(3)

where is the motion vector obtained by the fast search
algorithm, and and are pixels of the current
macroblock and its predictive macroblock.

C. Motion Activity Classification

The third feature used is the magnitude of the motion vector,
which can be computed as

(4)

The reason to include the motion vector magnitude (or strength)
is that it is related to the reliability of inter-prediction feature .
In Fig. 3, we show the decision error probability as we adjust
the frame-skip number for three typical test sequences that have
different motion activities, i.e., the motion activities of Akiyo,
Foreman, and Stefan are low, medium, and high, respectively.
The decision metric is chosen to be feature difference as given
by

(5)

In (5), the intra feature is the sum of SATD values for six-
teen 4 4 blocks within a target macroblock of size 16 16

as shown in (2). Also, the inter feature is the SATD value of the
macroblock as given in (3). Simply speaking, they are the SATD
values of the spatial and the temporal prediction residuals of the
same macroblock. Please note that our feature difference is very
accurate (with a decision error of less than 6% for three test se-
quences) when the frame skip is zero (30 fps) or one (15 fps),
as shown in Fig. 3.

According to the feature difference measure, the decision
error probability can be defined as

(6)

where (or ) is the probability that best mode
is intra (or inter) coding mode. As shown in Fig. 3, we see that
the probability of erroneous decision increases as the motion
activity grows.

Furthermore, we collect the statistics of macroblocks from
seven test sequences (QCIF) with the same quantization param-
eter, and draw the probability distribution of the RD cost dif-
ference and the feature difference in Fig. 4. The RD-cost
difference is defined to be the cost difference of the RD func-
tion between the best inter mode and the best intra mode written.
It can be written as

(7)

where and are the Lagrangian multipliers used in
the H.264 reference code. It is easy to verify that if the best
mode is an inter-predictive (or an intra-predictive) mode, then

is positive (or negative).
We see that the feature difference has excellent correlation

with the RD-cost difference as shown in Fig. 4(a). Thus, we may
use the feature difference to do the mode prediction, and the
overall decision accuracy is 84.7%. However, it is observed that
the prediction accuracy degrades as motion activity increases,
as shown in Fig. 4(b)–(d). It is also worthwhile to point out
that the number of intra modes used for prediction increases
as the motion becomes faster. From these data, we conclude
that the intra/inter features as defined in (2) and (3) are good
ones to characterize the spatial and the temporal correlations
for inter/intra mode prediction. Also, the motion vector length
plays an important role in the decision making process.

IV. FEATURE SPACE PARTITIONING

The 3-D feature space is partitioned into three regions (i.e.,
risk-free, risk-tolerable, and risk-intolerable regions) depending
on the expected RD loss as

where denotes an input feature vector, is the expected RD
loss at position , is the threshold between the risk-free
and risk-tolerable regions, and is the threshold be-
tween the risk-tolerable and risk-intolerable regions. The ex-
pected RD loss is defined to be the normalized Lagrangian RD
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Fig. 5. Illustration of the partition of the 3-D feature vector space.

cost difference between the best mode and the wrongly selected
mode

(8)

To facilitate the classification of an input feature vector to one
of the three classes, it is convenient to partition the 3-D feature
space based on a off-line training process, that is, we collect the
three features as described in Section III from all macroblocks of
seven training sequences of different motion and texture charac-
teristics. They are: Akiyo, Hall Monitor, Foreman, Coastguard,
Stefan, Table Tennis, and Mobile. The three features of a mac-
roblock correspond to a point in the 3-D feature space.

There are two important factors to consider when we parti-
tion the feature space: representation accuracy and search com-
plexity. For an efficient partition of the feature vector space, it
is desirable to prevent empty cells which have no training data
since it is difficult to calculate the expected RD loss in empty
cells. The cell that does not have enough training data is also
unfavorable since the expected RD loss may not be reliable. To
avoid cells with little or no training data, we can employ vector
quantization ( ) for space partitioning. However, the com-
plexity of clustering is still high [25]. Here, we propose a
nonuniform quantization scheme where each cell has about the
same number of training data so that a reliable estimate for every
cell with reasonable complexity can be obtained. This is illus-
trated in Fig. 5.

For given quantization parameter , the motion vector
length is first nonuniformly quantized into classes such that
each motion class has about an equal number of training data
with respect to the marginal probability. For each motion class
, the remaining two features (i.e., intra and inter features)

are jointly quantized into nonuniform cells, where
as shown in Fig. 5 with the product

technique. That is, cells are obtained by the tensor product
of two independent 1-D partitions. Note that the number of
cells can be different in different motion classes. The larger
the cardinality of the th class , it is quantized into
smaller cells. The training data per cell ( ) and the number of
motion class ( ) are chosen to minimize the RD performance
degradation caused by wrong decision. The details are given in
Section V-B.

Fig. 6. Joint PDF of intra/inter features for correct decisions, including both
intra or inter modes, and black dots represent scattered distribution of erro-
neous decision results along the diagonal boundary with the feature difference
�f = 0.

Fig. 7. Risk and risk-free region partitioning as a function of feature difference
�f .

V. CODING MODE PREDICTION

A. Risk-Free Region

As stated in Section IV, the 3-D feature space is partitioned
into multiple classes according to the motion vector length. For
a given motion class, we plot the distribution of the remaining
two features, i.e., and . A typical example is given in Fig. 6.
The correct and erroneous decisions based on simple feature
difference are labeled by shaded surface plot and solid dots,
respectively.

We see that erroneous decisions primarily occur along the di-
agonal region, which is the boundary of these two features. It
is also apparent that a large amount of macroblocks can be pre-
dicted without any RD loss using the feature difference as given
in (5). We call the region that has a low probability of erroneous
decision the risk-free region. For this region, the decision can
be made simply based on the feature difference

(9)

To be more specific, the risk-free region is chosen under the
criterion that the expected RD loss is less than
in this study. This criterion is actually a conservative choice that
guarantees no significant RD performance loss in the risk-free
region.

Fig. 7 gives an example of risk and risk-free regions parti-
tioned based on the expected RD loss. This subfigure shows two
conditional PDFs of feature difference when the inter or
the intra mode is the best mode. The bold (or thin) curve at the
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left-hand (right-hand) side of is the erroneous region
of choosing the inter (intra) mode when the intra (inter) mode
is the correct one. With as the decision threshold, the
erroneous decision regions are shaded by dark and light gray
colors, respectively. The risk region corresponds to the interval
inside the two dotted lines in Fig. 7, where the risk-free region
consists of areas outside of the two dotted lines. We see that
the risk region heavily overlaps with the shaded region of light
gray. This is because the expected RD loss from the erroneously
chosen intra mode is more severe than the erroneously chosen
inter mode. This demonstrates that it is not sufficient to consider
the conditional probabilities alone. We need to consider the cost
of an erroneous decision as well.

B. Risk-Tolerable Region

To reduce the complexity associated with inter/intra mode de-
cision, the risk region in Fig. 7 is further decomposed into two
regions; namely, risk-tolerable and risk-intolerable regions, de-
pending on the expected RD loss value. If the expected RD loss
is less than a threshold, it is the risk-tolerable region. Otherwise,
it is the risk-intolerable region. For the risk-tolerable region, we
may develop an algorithm of medium complexity for mode de-
cision. For the risk-intolerable region, the full mode search is
performed to avoid significant RD loss. We will focus on the
risk-tolerable case in this subsection.

In this study, we define the risk as

(10)

where denotes the ground truth (or correct decision), is
the actual decision made, is the cost of making decision ,
while the ground truth is . We can rewrite (10) as

(11)

where . Furthermore, since decision is
made based on the feature space partition, we have

(12)

where denotes a vector in the feature space, is the subspace
where decision is chosen, and is the probability density
function of feature . Substituting (12) into (11), we obtain

(13)

where

(14)

which is called the Bayes risk since it is the sum of costs
weighted by conditional probabilities given an

observed feature vector. In the current context, there are only

two choices, and we use and to denote the decision of
choosing the inter and the intra modes, respectively.

It is usually difficult to characterize the probability distribu-
tion as given in (13). To simplify decision making, we
simply focus on . By risk-minimizing mode selection, we
mean the following mode-selection rule:

(15)

We have

By setting , we obtain

where the last equality is based on the Bayesian rule. Similarly,
we have

Then, we can rewrite the decision rule in (15) as

(16)

The left-hand side of (16) is the likelihood ratio while the right-
hand side provides the decision threshold.

For each quantized cell in the risk-tolerable region, we deter-
mine the Bayes risk minimizing mode using the test in (16) with
training data. After the risk-minimizing mode is determined, its
expected RD loss is obtained using (8). In other words, we can
compute the optimal mode and the associated expected RD loss
pair for each cell using test sequences off-line and
store these values in a lookup table (LUT).

VI. PROBABILITY DENSITY ESTIMATION

To determine the coding mode with (16), we need to es-
timate the likelihood ratio function that is the ratio of the
posterior probabilistic density function. In general, there are
three approaches to performing the likelihood estimation: the
parametric, the semi-parametric, and the nonparametric ap-
proaches [26]. The parametric approach assumes a functional
form of , e.g., the Gaussian mixture model, which is
characterized by a set of parameters [27]–[30]. In this case,
estimating is essentially finding a set of parameters
to fit the functional form to the training data. On the other
hand, the nonparametric approach describes the observation
data distribution directly. The semi-parametric approach, most
notably used in neural networks, adopts a general functional
form that has a variable number of adjustable parameters,
e.g., the self-organizing map network [31]–[33]. In this study,
we consider the parametric and the nonparametric likelihood
estimation methods and compare them in terms of the RD
performance and the computational complexity.
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Fig. 8. Illustration of the remapping of the risk region.

Fig. 9. Lagrange RD cost function plotted as a function of the number of mo-
tion class (N ) and the average number of data per cell (M ) forQP = 28.

A. Quantized Cells in 3-D Feature Space

As described in Section V-A, the two conditional distributions
, , overlap in the risk region as shown in Fig. 6.

Thus, for a given motion class, it is desirable to remap the 2-D
feature space for compact quantization using the
following coordinates transform:

(17)

Fig. 8 illustrates the remapping from the original 2-D feature
space of the risk region using (17).

As shown in Fig. 5, the remapped risk region is quantized into
cells each motion class . On the one hand, if the risk re-

gion is coarsely partitioned, there are sufficient training data per
cell and the density estimate will be more reliable. On the other
hand, if the risk region is finely partitioned, the prediction error
in each cell will be smaller, and it will be easier to make a cor-
rect mode decision in a smaller region. Consequently, there is a
tradeoff in choosing a proper quantization scheme. The number
of motion class ( ) and the average number of data per cell ( )
should be chosen carefully to minimize the expected RD loss.
The RD cost difference for various and values is plotted
in Fig. 9 when . As shown in the figure, the proposed
algorithm works best when and .

B. Nonparametric Likelihood Estimation

To calculate the likelihood ratio in (16), the conditional prob-
ability density functions and of each quan-
tized cell in the risk region can be estimated using the following
normalized histograms [34]:

(18)

(19)

where and are the numbers of feature
points that have the inter-prediction and intra-prediction as the
best predictive modes, and and are the total numbers
of inter and intra modes in motion class , respectively. These
density estimates are stored in an LUT that can be used by the
decision rule in (16).

Please note that the density estimates may have irregularities
when the training data are not sufficient to well represent the dis-
tribution in a quantized cell in the feature space. This problem
can be alleviated by applying a 2-D smoothing filter, also called
the smoothing kernel, to the obtained density estimates. The
kernel function also helps reduce the variance of estimation er-
rors. The selection of proper kernel functions has been studied
extensively [35], [36], and a simple averaging filter can be used
in practice [34]. Here, we adopt the following weighted aver-
aging filter to obtain a regularized estimate:

where is the Euclidean distance
between the codeword of the current cell and the codeword in

neighboring cells in a quantized feature space.

C. Parametric Likelihood Estimation

The Gaussian mixture model (GMM) provides a powerful
tool for density estimation due to its capability to represent var-
ious distributions. For each motion class, the 2-D feature vector
space in the risk region is modeled as a mixture of multiple
Gaussian distributions, that is, the probability of a GMM can
be written as

(20)

where is the number of Gaussian mixtures, is the dimension
of input vector space, is the th component Gaussian
probability density function with mean and covariance matrix
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, and is the prior probability of the th component Gaussian
pdf, i.e., .

The training of a GMM, i.e., finding a model for given feature
vectors, is generally accomplished using the expectation-max-
imization (EM) algorithm, which guarantees convergence to
a local maximum. The EM algorithm can be simply stated as
follows. At each iteration, the likelihood is first obtained by the
expectation of the complete-data likelihood with respect to the
missing data using the current parameter estimates (E-step).
Then, new parameter estimates are obtained by maximizing
the marginal likelihood (M-step). The iterative EM process
is performed until the model parameters converge. It is well
known that the EM algorithm can be trapped to a local optimum
and slow in convergence. To overcome these difficulties, we
apply the -means algorithm to find an initial distribution in
the training process. Also, we used the full-rank GMM, where
the covariance matrix of each Gaussian component has a full
rank.

In this study, we train the GMM using the EM algorithm for
each quantized cell in the risk region with multiple values,
including 10, 16, 22, 28, and 34. Each conditional probability

is modeled as a GMM, and the number of compo-
nent Gaussian pdfs is chosen to be the minimum number that
achieves the minimum error with 50 iterations, when the error

is defined as the difference between old and new log-likeli-
hoods. Each 2-D Gaussian pdf has a mean vector of dimen-
sion 2 1, a covariance matrix of dimension 2 2, and a
prior weight , so that the number of parameters to be esti-
mated is seven per Gaussian component.

Those parameters are determined using the off-line EM algo-
rithm and stored in an LUT. An example of the trained Gaussian
mixture model for under the condition of and in
the risk region is shown in Fig. 10, where the and
the motion class is seven (out of a total of nine motion classes).
The proposed intra/inter coding mode prediction algorithm can
be summarized as shown in Table I.

Basically, once the coding mode is determined by the the pro-
posed method, all feature values or intermediate values calcu-
lated for individual 4 4 blocks can be stored and reused for
fine intra or inter mode decision if they are needed for further
complexity reduction.

VII. EXPERIMENTAL RESULTS

In the experiment, the proposed algorithm was integrated
with the JVT reference software JM7.3a. For the experimental
setup, the general main profile encoding configuration was
used and the motion vector search range was set to 32 32
centered at the best predictive motion vector obtained by a
fast full-search algorithm applied to five reference frames. The
impact of parameter on the RD performance, computational
complexity and encoding time for the QCIF Table tennis se-
quence is shown in Figs. 11 and 12. Similarly, its impact on
the RD performance and the computational complexity for the
QCIF Foreman sequence with frame skip set to five (5fps), zero
(30fps), and one (15fps) for Figs. 13–15, respectively. Also,
five reference frames were used throughout the experiments.
The B-frame was not used in the experiment. This algorithm

Fig. 10. Conditional probabilities of the trained GMM for motion class 7 with
QP = 22: (a) f(F jm ) and (b) f(F jm ).

TABLE I
BAYES-RISK MINIMIZED CODING MODE PREDICTION ALGORITHM

can be applied to any profile since it switches the intra/inter
mode prior to the coding of macroblocks. For the entropy coder,
we chose CABAC [37].

The quantization parameter ( ) set
was chosen to cover a representa-

tive portion of the entire range, which is from 0 to 51. The
test sequences were chosen to be MPEG sequences of classes
A (i.e., News, Container), B (i.e., Foreman and Carphone), and
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Fig. 11. RD performance asL increases for the QCIF Table Tennis sequence.

Fig. 12. (a) Computational complexity (square and triangular lines represent
the number of single mode decisions). (b) Encoding time saving asL increases
for the QCIF Table Tennis sequence.

C (i.e., Stefan and Football) sequence of various resolutions
(from QCIF to D1) recommended in [38].

Fig. 13. Performance comparison in (a) RD and (b) computational complexity
as L increase for the QCIF Foreman sequence when frame-skip is set to 5.

The simulation was conducted on a PC with Intel Pentium 4
Processor of speed 1.8 GHz, 512 MB DDR RAM. To compare
the RD performance and the computational complexity of the
proposed scheme with those of the RDO scheme in the H.264
reference code, the PSNR and the bit rate (per frame) were mea-
sured for a frame-skip set to five. When the frame-skip is small,
the best mode is primarily the inter mode since the temporal
correlation is more dominant than the spatial correlation. This
is well reflected in the simple feature difference in (5), and the
expected decision risk in the RD performance degradation is
negligible.

In particular, when the frame-skip is 0 or 1 as shown in
Figs. 14 and 15, it is confirmed by the experiment that most
macroblocks fall in the risk-free region, and our algorithm
quickly chooses the inter mode and the performance is ex-
cellent. When the frame-skip is large, the percentage of intra
prediction is comparable with that of inter prediction since tem-
poral correlation and spatial correlation are quite competitive in
most macroblocks. Then, the risk of feature-difference-based
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Fig. 14. Performance comparison in (a) RD and (b) computational complexity
as L increase for the QCIF Foreman sequence when frame-skip is set to zero.

decision is higher. The risk-minimizing decision scheme is
developed to treat these difficult circumstances.

Hence, the reason to set the frame-skip to five is to evaluate
the proposed method under the case where the inter and inter
modes have more comparable performance. For computational
complexity profiling, the encoding time was measured.The first
experiment is to show the relationship between the rate-distor-
tion-complexity (RDC) performance and the RD loss threshold

, which determines the boundary between the risk-tolerable
and the risk-intolerable regions. As shown in Figs. 11 and 12,
the RD performance loss increases and the computational com-
plexity decreases when the RD loss threshold becomes larger,
which allows a higher decision risk in the RD sense.

In other words, the risk-intolerable region is shrinking. It is
worthwhile to mention that the contribution in terms of encoding
time saving from the risk-free region ( ) goes up to al-
most 60% of total encoding time saving at , as shown
in Fig. 12(b). This RDC performance trend is similarly observed
in other sequences for a wide range of quantization parameters
as shown in Fig. 13. We see that the RD performance loss in-
creases slightly while the complexity decreases as we increase
the tolerable RD loss threshold.

In Figs. 16 and 17, we compare the RDC performance
tradeoff for three different algorithms, which are the RDO-based
method, the proposed algorithm using the parametric as well
as the nonparametric density estimation methods. As shown

Fig. 15. Performance comparison in (a) RD and (b) computational complexity
as L increases for the QCIF Foreman sequence when frame-skip is set to one.

in these figures, the nonparametric method is more accurate
and faster than the parametric method since the parametric
method has to calculate the likelihood using GMM on the fly.
On the other hand, in terms of the memory requirement, the
nonparametric method needs more memory space since it needs
to retrieve the risk-minimizing mode and the expected RD loss
per cell from lookup table. For comparison, the parametric
method only requires 7 GMM parameters per cell, where

is the number of Gaussian mixture components and one
Gaussian pdf needs seven parameters as described earlier.

The encoding bit rates, the PSNR values, and the speed-up
factor for four test sequences of the proposed algorithm using
the nonparametric and the parametric density estimation is com-
pared with the RDO method in Tables II–IV. These table shows
the result when RD loss threshold is set as 1.0 and different
RDC tradeoff can be achieved by adjusting one parameter which
is RD loss threshold which partitions decision regions. . For
example, if we lower the value, then we can achieve closer
RD performance to RD optimized performance with less com-
putational complexity savings and vice versa.

As shown in Tables II–IV, there are outliers that produce
some loss, especially when is very large. However, consid-
ering the overall RD performance, we can achieve an average
rate loss of 3.81% and an average distortion loss of for
all test sequences. Tables I and II show the result when the RD
loss threshold is set to 1.0. Please also note that the proposed
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Fig. 16. Comparison of (a) the RD performance and (b) the computational
complexity for the QCIF Carphone sequence.

algorithm allows the encoder to trade the computational com-
plexity for video quality in a flexible way, i.e., by adjusting the

value, which determines the partition of risk regions. that is,
by lowering the value, we can achieve an RD performance
closer to the RD optimized performance with less saving in the
computational complexity.

VIII. CONCLUSION AND FUTURE WORK

A feature-based intra/inter mode decision algorithm was pro-
posed to speed up the H.264 encoding in this study. The main
idea of the proposed coding mode prediction is to decide the
mode using the expected risk of choosing the wrong mode in
a multidimensional simple feature space. The proposed algo-
rithm calculates three features and maps them into the one of
three regions, namely, risk-free, risk-tolerable, and risk-intoler-
able regions. Depending on the mapped region, we can apply
algorithms of different complexities for the final mode deci-
sion. Practically, the proposed algorithm selects the mode with

Fig. 17. Comparison of (a) the RD performance and (b) the computational
complexity for the QCIF Stefan sequence.

TABLE II
RATE COMPARISON (R: RDO; NP: NONPARAMETRIC; P: PARAMETRIC)
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TABLE III
DISTORTION COMPARISON (R: RDO; NP: NONPARAMETRIC; P: PARAMETRIC)

TABLE IV
COMPLEXITY COMPARISON (R: RDO; NP: NONPARAMETRIC; P: PARAMETRIC)

a lower risk in the RD sense using the Bayes-risk minimiza-
tion criterion if the expected risk is less than a certain tolerance
level. Otherwise, it performs the full mode decision to prevent
significant RD performance loss. With the proposed algorithm,
we demonstrated a speed-up factor of 20–32% for the JVT refer-
ence software JM7.3a without noticeable quality degradation. It
is interesting to point out that the proposed algorithm allows the
encoder to trade the computational complexity for video quality
based on the characteristics of input video in a flexible way.

Our current work can be viewed a coarse-scale decision. If the
proposed algorithm decides to go with the intra (or inter) pre-
diction, the fast intra (or inter) mode prediction methods can be
applied afterwards. In some sense, our algorithm and fast inter
and intra mode prediction algorithms complement each other.
The computational time reduction will not be as dramatic as
presented if the proposed algorithm and fast mode prediction
algorithms are used together. There are many fast mode deci-
sion algorithms proposed in the literature, and the interaction
between these fast mode prediction algorithms and the proposed
fast intra/inter coding mode selection can be very complex. It is
an interesting future research topic to study the integration of
the proposed intra/inter mode selection method with fast mode
prediction algorithms for the overall performance improvement.
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