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Abstract—A new rate control scheme for H.264 video encoding
with enhanced rate and distortion models is proposed in this work.
Compared with existing H.264 rate control schemes, our scheme
has offered several new features. First, the inter-dependency
between rate-distortion optimization (RDO) and rate control
in H.264 is resolved via quantization parameter estimation and
update. Second, since the bits of the header information may
occupy a larger portion of the total bit budget, which is especially
true when being coded at low bit rates, a rate model for the header
information is developed to estimate header bits more accurately.
The number of header bits is modeled as a function of the number
of nonzero motion vector (MV) elements and the number of
MVs. Third, a new source rate model and a distortion model are
proposed. For this purpose, coded 4 4 blocks are identified and
the number of source bits and distortion are modeled as functions
of the quantization stepsize and the complexity of coded 4 4
blocks. Finally, a R-D optimized bit allocation scheme among mac-
roblocks (MBs) is proposed to improve picture quality. Built upon
the above ideas, a rate control algorithm is developed for the H.264
baseline-profile encoder under the constant bit rate constraint.
It is shown by experimental results that the new algorithm can
control bit rates accurately with the R-D performance significantly
better than that of the rate control algorithm implemented in the
H.264 software encoder JM8.1a.

Index Terms—H.264, optimal bit allocation, rate control, rate-
distortion (R-D) optimization.

I. INTRODUCTION

SEVERAL coding parameters, such as macroblock (MB)
mode, quantization parameter (QP), frame type and frame

rates, need to be determined in the implementation of a video
encoder. Even though their choice is not specified in the stan-
dard, they are important in that their values have a great impact
on the performance of the resulting coder. In addition, the QP
has another importance in that it can regulate the encoded bit
stream. The QP can be effectively used to control the bit stream
such that the coding efficiency is maximized without violating
the constraints imposed by the channel rate, encoder/decoder
buffer sizes and the constant end-to-end delay. The other
coding parameters also should be chosen with a guarantee
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the constraints are not violated. That means they should be
optimized jointly with the QP. For example, methods with joint
MB mode and QP decision were studied in [1] and [2]. Frame
type and frame rate selection algorithms are studied jointly with
QP decision in [3]–[5], respectively. Because of its importance
in video coding, rate control has been extensively studied for
various video coding standards under various applications
[6]–[14].

The H.264 video standard has gained much attention recently
due to its excellent coding performance over previous standards.
Among several new coding techniques adopted, the rate-dis-
tortion (R-D) optimized motion estimation and mode decision,
which is called RDO, with various intra- and inter-prediction
modes and multiple reference frames contributes significantly
to the high coding efficiency of H.264 [15], [16]. In contrast,
these features make H.264 rate control more complicated. For
example, when applying a model-based rate control approach to
an H.264 encoder, the residual information such as the mean ab-
solute difference (MAD) or variance is needed to determine the
proper QP. However, the residual information is only available
after the RDO process that uses a pre-determined QP to generate
it. This inter-dependency between RDO and rate control, which
was described as a “chicken and egg” dilemma in [17], makes
H.264 rate control more challenging than previous standards.

There are two problems caused by the inter-dependency of
RDO and rate control. First, the residual signal and its related
information are not available before the mode selection of the
RDO process and, as a consequence, it is difficult to estimate
the number of source bits and the corresponding distortion.
Second, the header information such as MB modes, motion
vectors (MVs) and reference frames are not available before
the RDO process, either. This makes the number of header bits
difficult to estimate. Most previous work [17]–[22] attempts to
resolve the inter-dependency between RDO and rate control
by examining the MAD or variance of the residual signal only.
However, this approach may not be accurate enough. Due to
various coding modes allowed in H.264, the number of bits
associated with the header information varies a lot from frame
to frame. Sometimes, they may even occupy a larger portion
than source bits in the total bit budget. The impact of header
bits is more obvious at low bit rates. Thus, an accurate estimate
of header bits is critical to H.264 rate control.

Several model-based rate control algorithms have been pro-
posed for H.264. In [17], the quadratic rate model proposed in
[23] is employed to determine the QP of a basic unit, which can
be either a frame, a slice or a MB. Since the residual signal is
not available before the RDO process, the MAD of each basic
unit in the current frame is estimated by the MAD of the col-
located basic unit in the previous frame using a linear model.

1051-8215/$25.00 © 2007 IEEE
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The same quadratic rate model and the linear MAD estimation
model are used in [19]. However, to improve the performance
of [17], a new complexity measure using the MAD ratio and the
PSNR drop ratio is developed for the improved bit allocation.
In [18], the H.263 TMN8 rate and distortion models proposed
in [10] are employed. The residual signal of each frame is first
estimated by performing the RDO process with a reduced set of
reference frame, intra- and inter-prediction modes. After that,
the standard deviation of the estimated residual signal is fed into
the H.263 TMN8 rate and distortion models to refine the QP of
each MB. Then, the RDO process is performed again using the
refined QP. Other H.264 rate control algorithms, e.g., [20] and
[21], were developed by following a similar idea. It is worth-
while to point out that none of the above methods address the
importance of header bits. Furthermore, most of them do not
work well for video that consists of frames of variable charac-
teristics, since the rate control performance degrades due to an
inaccurate estimate of the complexity of residual signals under
such a scenario.

With respect to the above shortcomings, we propose an en-
hanced rate control scheme for H.264 video with a few new fea-
tures. First, the inter-dependency between RDO and rate control
is resolved by allowing different QP values at the RDO process
and the quantization process, respectively. As long as these QPs
are close to each other, we have a good approximation. Second,
to address the increased importance of header bits, a header rate
model is established so as to estimate header bits more accu-
rately. To be more specific, the number of header bits is mod-
eled as a function of the number of nonzero MV elements and
the number of MVs. Third, a new source rate model and a distor-
tion model are proposed. For this purpose, coded 4 4 blocks
are identified and the number of source bits and distortion are
modeled as functions of the quantization stepsize and the com-
plexity of coded 4 4 blocks. Finally, a R-D optimized bit
allocation scheme among MBs is proposed to improve picture
quality. Built upon the above ideas, a rate control algorithm is
developed for the H.264 baseline-profile encoder under the CBR
constraint. It is shown by experimental results that the new algo-
rithm can control bit rates accurately with the R-D performance
significantly better than that of the rate control algorithm imple-
mented in the H.264 software encoder JM8.1a.

The rest of this paper is organized as follows. An overview of
the proposed encoder structure is proposed in Section II, where
the inter-dependency between RDO and rate control in H.264
is decoupled via QP estimation and update. Improved rate and
distortion models are described in Section III while the constant
bit rate control algorithm for the H.264 baseline-profile encoder
is presented in Section IV. Experimental results are provided in
Section V. Finally, concluding remarks are drawn in Section VI.

II. PROPOSED ENCODER STRUCTURE

The inter-dependency of RDO and rate control is the main
difference between the rate control problem for H.264 and prior
standards. In this section, we propose an encoder structure that
decouples this dependency via the use of two QP values. In the
following discussion, we use and to denote QPs used
in the RDO process and the quantization process, respectively.

If there exists a known QP for RDO and quantization, i.e.,
, the best set of reference frames, the MVs

of partitions and the MB mode for each MB can be determined
via RDO by minimizing the following Lagrange cost [24]:

(1)

where represents a set of MVs, reference frames and the
MB mode, and is the Lagrangian multiplier. Please note
that there are two Lagrange multipliers (one for motion estima-
tion and the other for mode decision) and both of them depend
on the pre-determined QP. Although various RDO methods and
their low complexity variants such as fast motion estimation and
mode decision have been proposed to speed up the encoding
process [25], [26], all these algorithms eventually determine
MVs, reference frames and a MB mode by minimizing (1).

However, it is difficult to find a priori
due to the inter-dependency of RDO and rate control. In prac-
tice, we have to begin with one QP value, say , for the
RDO process to determine the set of MVs, reference frames
and the MB mode. Then, under such a setting, we can deter-
mine the best for quantization in the rate control process.
If , the process is done. If , we may
assign to , where the superscript (2) de-
notes that this is the second iteration. After that, with
and RDO, we can determine the corresponding MVs, reference
frames and the MB mode. Then, we can find for quanti-
zation. Typically, the gap between and becomes
smaller as the iteration number becomes larger. This iteration
can continue until the following stopping criterion is met:

(2)

where is a parameter to be chosen. Since the iteration process
is computationally expensive, we would like to find good initial
values of and and determine the proper value of to
control the complexity while keeping good coding performance.

The following two observations provide useful guidelines in
selecting , , and .

• Observation 1:
The variation between the QPs of two consecutive frames is
often restricted to a small range for smooth video playback;
namely

where

where and are the average QPs of the th and
the th frames, respectively.

• Observation 2:
The decrease of the coding gain is not much even though

and are different as long as their difference is
restricted to a small range, i.e.,

where

Observation 1 is often exploited in model-based rate control
algorithms [10], [12], [17]–[20] to smooth the quality varia-
tion between frames and between MBs. Fig. 1 provides the ev-
idence to Observation 2. This figure shows R-D curves with
fixed for RDO and varying for quantization of the
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Fig. 1. R-D curves by settingQP values in quantization to (a)QP ,QP +3
and QP � 3 and (b) QP , QP + 1, and QP � 1, where QP is used in
RDO.

Fig. 2. Proposed encoder structure, where the RDO is performed for all MBs
using QP at the first stage and the residual signal of a MB is then quantized
using QP at the second stage.

QCIF “Foreman” sequence encoded with five reference frames.
We can see that the coding gain loss is around 0.2 dB when

and it is almost negligible when
. Clearly, observation 2 can be used to choose param-

eter in (2). Please note that we observe almost identical results
for numerous test sequences and show only “Foreman” as a rep-
resentative one in Fig. 1.

In Fig. 2, we show the proposed encoding scheme that con-
sists of the following two stages.

• Stage 1:
To encode a new frame, it is natural to choose to be
the average of a previous frame based on observa-
tion 1, and perform RDO for all MBs in the current frame
to determine the residual signal and the header informa-
tion. The recursive property of intra-prediction requires
previous MBs to be reconstructed. Thus, the residual sig-
nals of all MBs go through DCT/Q and IQ/IDCT to get
a reconstructed frame, which is required for intra-predic-
tions of subsequent MBs. Throughout stage 1, only is
used.

• Stage 2:
Given the target number of bits for the frame, the
value of all MBs is determined by the rate control algo-
rithm (to be discussed in Sections III and IV) and used to
quantize the residual signals. If an MB is inter-coded, its
residual signal is simply requantized using . If a MB
is intra-coded, the residual signal should be updated since
its neighboring pixels can be different from those in the
first stage. For such a case, the residual signal is updated

using the same intra-mode determined in the first stage
of encoding. The final reconstructed frame is obtained via
IQ/IDCT for the intra-prediction of subsequent MBs and
the inter-prediction of subsequent frames. The output bit
stream can also be easily generated via entropy coding as
shown in the figure. Throughout stage 2, only is used.

After the above two-stage process, we can verify the differ-
ence between and . If the difference is less or equal to
3 for a MB, it is done. If not, one possible solution is to do some
iterations to narrow down the gap between them. However, the
complexity could be too high to be practical. Another solution
is to choose to be either or and accept
the consequence of R-D performance degradation. The latter so-
lution is adopted in this work. It should be noted that the high
coding complexity of the H.264 encoders comes mainly from
the RDO process. The proposed two-stage encoding scheme de-
mands only one additional forward and inverse DCT and one
more quantization process. The extra computational cost is rel-
atively small with respect to the overall H.264 encoding com-
plexity, which depends on the complexity of RDO, the number
of reference frames, etc. For example, as the number of ref-
erence frames increases, the impact of the two-stage encoding
scheme on the total encoder complexity decreases even more.
Since the residual signal and the header information are deter-
mined in the first stage and all of them except for residual signals
of intra-MBs do not change throughout the encoding process,
we conclude that rate and distortion can be accurately estimated
based on the information obtained in the first stage.

In the next two sections, we will focus on the selection of QP
given the information from stage 1 by an improved rate

control scheme.

III. ENHANCED RATE AND DISTORTION MODELS

Accurate rate and distortion models have great impact on
the rate control performance in model-based rate control algo-
rithms. In this section, enhanced rate models for header bits
and source bits and a new distortion model are proposed. They
are used to estimate rates and distortion of the residual signal
obtained at the first stage of the proposed encoder given in
Section II.

A. Rate Model for Header Bits

In the design of model-based rate control algorithms for pre-
vious standards such as MPEG-1/2, H.263 and MPEG-4, the
number of bits in the header is less critical due to two reasons.
First, the amount of header bits is small as compared with that of
source bits. Second, the number of header bits is nearly constant
for the same type of frames so that it can be easily estimated by
the average header bits of previous frames. However, the sit-
uation changes for H.264. The average percentages of header
bits of P-frames at various QPs are shown in Fig. 3(a) when the
QCIF “Foreman” sequence is encoded with a single reference
frame by the H.264 software encoder. The frame-by-frame vari-
ations of source bits and header bits when the same sequence is
encoded using is shown in Fig. 3(b). Note that both
MV bits and MB mode bits are included in the header bits. Al-
though the coded block pattern (CBP) is also a type of header
information, we classify CBP bits to source bits since they have
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Fig. 3. (a) Average percentages of header bits (including MVs and modes) and
source bits (including residual and CBP) of P-frames at various QPs and (b) the
source bits and header bits of a P-frame when QP = 35 as a function of the
frame number.

a strong relationship with residual bits. For example, if there is
no residual signal to encode, the number of residual bits and the
number of CBP bits are both equal to zero.

As shown in Fig. 3(a), header bits occupy a significant portion
of the total amount of bits, and the percentage of header bits in-
creases as the QP value becomes larger. When a sequence is en-
coded at very low bit rates, the amount of header bits may even
exceed that of source bits. Furthermore, we see from Fig. 3(b)
that the size of header bits fluctuates a lot from frame to frame,
which means header bits cannot be simply estimated by the
average value of previous frames. It is also observed that the
percentage of header bits increases as the number of reference
frames increases. As a result, it is clear that the header informa-
tion is as important as the residual signal to the rate control of
H.264.

Let , , and denote the total number of bits allo-
cated to a frame, and the corresponding source and header bits,
respectively. We can first estimate the header bits after the RDO
process, and then compute available source bits as

(3)

Here, we consider a header rate model that estimates the total
number of bits required to encode MVs, reference frames and
MB modes. Since inter-MBs and intra-MBs are quite different,
we estimate their header bits separately.

The header bits of inter-MBs have a strong relationship
with the number of nonzero horizontal/vertical MV elements,

, and the number of MVs, . To give an example,
suppose a MB is partitioned into four 8 8 blocks and the four
MVs are (4,1), (2,0), (3,7), and (0,0). Then, (i.e.,
4, 1, 2, 3, and 7) and . As the number of nonzero
MV elements increases, the bits required to encode their values
increases. Likewise, as a MB is finely partitioned, there are
more MVs associated with it, which results in an increase in
header bits. It is observed from experiments that header bits
of inter-MBs in the current frame can be estimated by the
following model:

(4)

Fig. 4. Relationship between R and (N + ! �N ) for test
sequences. (a) P-frames. (b) B-frames.

where and are model parameters. In addition, at the cost
of little estimation error, (4) can be simplified as

(5)

where is a model parameter and is a weighting factor that
depends on the number of reference frames used. Note that the
number of reference frames is another important factor that af-
fects the number of header bits. Clearly, the required bits to en-
code the indexes of reference frames increases as the number
of reference frames increases. Thus, if more reference frames
are used for inter-prediction, a larger weight should be given to

. We find empirically that

if the no. of reference frames
if the no. of reference frames
otherwise.

(6)

The relationship between and
for QCIF test sequences is given in Fig. 4. We consider P- and
B-frames separately and show their results in Figs. 4(a) and (b),
respectively. For each plot, 30 frames are encoded using every
three QP values ranging from 15 to 45 with three reference
frames (i.e., ). From these plots, we see that both P-
and B-frames of all test sequences follow the header rate model
given in (5) closely.

For the same experiment, Table I shows the estimation errors
in RMSE and the values of P-frames by (4) and (5), respec-
tively. The is a quantity used to measure the degree of data
variation from a given model [27]. It is defined as

(7)
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TABLE I
PERFORMANCE COMPARISON OF THE PROPOSED HEADER RATE MODELS

FOR P-FRAMES

where and are the actual and estimated values of data
point , respectively, and is the mean of all data points. The es-
timation is obtained using a data model. For any reasonable
model, we expect that the second term of the right-hand-side of
(7) is less than one. Thus, takes the value between 0 and 1.
The better the model, the closer the value to 1. As shown
in Table I, the estimation error based on the model in (5) is not
much larger than that based on the model in (4) for most se-
quences. Consequently, we use (5) to estimate the number of
header bits of inter-MBs for simplicity.

For intra-MBs, the header information includes only MB
modes such that the amount of header bits is much smaller than
that of source bits. Thus, an exact estimation is not critical as
much as inter-MBs. We simply estimate the number of header
bits of intra-MBs in the current frame by

(8)

where is the number of intra-MBs in the current frame
and is the average number of header bits of intra-MBs in
previous frames. Then, the total number of header bits of the
current frame is equal to the sum of header bits from inter- and
intra-MBs in the frame, i.e.,

(9)

B. Rate Model for Source Bits

Two types of rate and distortion models have been consid-
ered in -domain and -domain, respectively. In the -domain
approach, the source rate is modeled as a function of the quanti-
zation stepsize and the complexity of the residual signal. Several
source rate models were studied in the past, e.g., [8]–[10], [23].
In [23], the source is assumed to be Laplacian distributed, and
a quadratic function of the quantization stepsize is employed to
estimate source bits. The following quadratic model

(10)

where and are model parameters and is the quantization
stepsize, has been widely studied. It was adopted as a nonnor-
mative guidance for the rate control implementation in several
standards such as MPEG-4 [28], [29] and H.264 [17].

In the -domain approach, where is the percentage of zero
DCT coefficients, the number of source bits is modeled as a

linear function of [12], [13]. To determine the quantiza-
tion stepsize from , it is possible to find the one-to-one cor-
respondence between them. That is, we can build a DCT coeffi-
cient histogram and find the relationship between and to de-
termine the corresponding . The -domain source rate model
is often more accurate than the -domain source rate model. The
inaccuracy of the -domain source rate model is mainly due to
the rough estimate of the complexity of residual signals such as
MAD given in (10).

The basic unit for DCT and quantization in H.264 is a 4 4
block, which can be either coded or skipped. A 4 4 block is
skipped if all of its 4 4 DCT coefficients are zero after quan-
tization. Otherwise, it is a coded block. It should be noted that
no bit is required for skipped block. Therefore, in this work, we
consider the complexities of coded blocks only so as to estimate
the complexity of the residual signal more precisely. Let
be the sum of absolute transform differences (SATD) of coded
4 4 blocks. By modifying (10) slightly, we can derive another
source rate model

(11)

where and are model parameters and is a quantiza-
tion stepsize. It is clear that the difference between (10) and
(11) lies in the replacement of with to char-
acterize the complexity of the residual signal. Please note that

in parentheses implies depends on the quantization
stepsize. The MAD of coded blocks, i.e., could be used
instead of in (11). However, is used because of
its slightly better performance in the source rate model [26].

It is confirmed by experiments that the estimation error of
the quadratic rate model in (10) can be significantly reduced by
considering only the complexities of coded 4 4 blocks. Fur-
thermore, it is observed that the second order term in (11)
can be dropped without sacrificing much the modeling perfor-
mance. As a result, we can obtain a much simplified source rate
model as

(12)

where is a model parameter and is a value depending on
the frame type. It is observed that the best value of is 1.0 for
P- and B-frames and 0.8 for I-frames. The relationship between
the source rate and for QCIF test sequences is
plotted in Fig. 5. For each plot, 30 frames are encoded using
every three QP values ranging from 15 to 45 with three reference
frames for P- and B-frames. We see from Fig. 5 that the linear
relationship as shown in (12) for all frame types is confirmed.

We study the performance of different source rate models,
i.e., the proposed quadratic model in (11), the simplified model
in (12), the -domain model [23] in (10), and the -domain
model [12], [13], by comparing the estimation errors and the

values of P-frames in Table II. We see that, for all test
sequences except for “Carphone,” the simplified model gives
smaller RMSE values and larger values than -domain and

-domain models. Moreover, the estimation errors of the sim-
plified model are only slightly larger than those of the proposed
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Fig. 5. Relationship between the source rate and SATD (Q)=Q for for test
sequences. (a) I-frames. (b) P-frames. (c) B-frames.

quadratic model. Consequently, we adopt (12) to estimate
source bits in our rate control algorithms for its simplicity.

C. Distortion Model

Generally speaking, distortion can be approximated by an ex-
ponential function of source bits. In [13], distortion was mod-
eled as an exponential function of source bits in the -domain,
and it was shown that the number of source bits and distortion
can be estimated more accurately in the -domain than in the
-domain. However, the inferior performance in the -domain

is mainly attributed to the poor estimation of source bits. Since
the source rate model proposed in Section III-B is more accu-
rate, the accuracy of the distortion model is enhanced accord-
ingly. However, in this subsection, we consider a new approach
to improve the distortion estimation furthermore.

Let and represent the distortion measures of all coded
4 4 blocks and skipped 4 4 blocks, respectively. Then, the
total distortion is the sum of two distortion measures, i.e.,

(13)

Since the residual signal of a skipped 4 4 block is not coded,
its distortion can be computed directly from its residual signal.
Therefore, we need to estimate the distortion of coded 4 4
blocks only. The distortion of coded blocks can be estimated
via

(14)

where and are model parameters. Similar to the source
rate model, the quadratic model in (14) can be simplified to be

(15)

where is a model parameter and is the value depending on
the frame type. It is observed that the best value of is 1.0 for
P- and B-frames and 1.2 for I-frames.

The distortion of coded 4 4 blocks, measured in terms of the
sum of squared errors (SSE), versus the quantity
for QCIF test sequences is plotted in Fig. 6. The same exper-
imental conditions with Fig. 5 are applied to Fig. 6. We see
an approximately linear relationship between them from this
figure, which justifies the model given in (15). However, we
should note that we are concerned with the total distortion of the
whole frame (including both skipped and coded 4 4 blocks)
rather than the distortion of the coded 4 4 blocks only. Fig. 7
plots the relationship between the actual total distortion (i.e.,

) and the estimated total distortion [i.e., , where
is estimated by (15)]. Fig. 7 also shows a dotted

line in every plot. We see that the total distortion can be closely
estimated by the proposed estimation method after identifying
coded 4 4 blocks.

We compare the performance of different distortion models,
i.e., the models given by (14) and (15) and the -domain distor-
tion model [13] in Table III in terms of the estimation errors and
the values for P-frames. We see from Table III that, for all
test sequences, the estimation errors are significantly reduced
by the proposed estimation method with the proposed distor-
tion models of coded blocks. In our rate control algorithms, we
adopt the simplified model in (15) in estimating the distortion
of coded blocks for its simplicity and good performance.

D. Block Type Identification

To apply the proposed source rate and distortion models prop-
erly, we have to identify whether a 4 4 block is coded or not at
different QPs after DCT and quantization. In H.264, the integer
DCT and the corresponding scalar quantization are applied to
a 4 4 block to avoid multiplications and divisions [30]. Let

and denote the DCT coefficients at position
before and after the quantization operation, respectively.

Coefficient is quantized via

(16)

where , , is a func-
tion specified by the quantization table that gives the integer
quantization scaling factor at , and controls the quan-
tization width near the origin. As indicated above, and
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TABLE II
PERFORMANCE COMPARISON OF DIFFERENT SOURCE RATE MODELS FOR P-FRAMES

Fig. 6. Relationship between the distortion of coded blocks and SATD (Q) �

Q for test sequences. (a) I-frames. (b) P-frames. (c) B-frames.

depend on the QP and, for that reason, the quantization process
is performed differently.

Coded 4 4 blocks are identified during the DCT and quan-
tization module at the first stage of our proposed encoder struc-
ture shown in Fig. 2. Since the difference between and

is restricted to (which is set to 3 in this work) as men-
tioned before, we only need to identify block types at the QP
values from to . To determine whether a 4

4 block is coded or not at these admissible values, we first

Fig. 7. Relationship between the actual total distortion and the estimated total
distortion for test sequences. (a) I-frames. (b) P-frames. (c) B-frames.

find DCT coefficient that gives the maximum value of
with

(17)

After that, is requantized using all admissible values.
Please note that, while depends on the QP, their
rank order remains the same regardless of it. In other words,

has the maximum value of at other
QPs, too. Thus, by quantizing with all admissible
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TABLE III
PERFORMANCE COMPARISON OF DIFFERENT DISTORTION MODELS FOR P-FRAMES

values, we can identify whether a 4 4 block is coded or not
for this range of QPs. That is, if is zero after quantiza-
tion at a particular QP, the 4 4 block is a skipped block at this
value. Otherwise, it is a coded block.

IV. RATE CONTROL FOR H.264 BASELINE-PROFILE ENCODER

Although the -domain rate and distortion models have been
employed successfully for various video encoders, they are dif-
ficult to apply with respect to the H.264 encoder. The main
problem is that it is not easy to find the one-to-one correspon-
dence between and in H.264 due to the complicated ex-
pression given in (16). To apply the -domain rate and distor-
tion models, we may quantize all DCT coefficients using all the
admissible QPs to obtain pairs. It demands more com-
putations than the coded 4 4 block identification method as
described above. Generally speaking, the -domain approach is
less direct than the -domain approach with the enhanced rate
and distortion models discussed in Sections III-A–III-C. In this
section, in order to show the efficiency of the two-stage encoder
structure and the enhanced rate and distortion models, we pro-
pose two constant bit rate control algorithms for the H.264 base-
line-profile encoder, which can be used in the real-time conver-
sational video coding applications such as video conferencing.

Based on the two-stage encoder structure and the enhanced
rate model, we propose a straightforward H.264 rate control al-
gorithm for the baseline-profile encoder as follows.

Rate Control Algorithm Without Bit Allocation:
1) Initial bit allocation to a frame.

Allocate a certain bit budget to the current frame, . A
simple frame-level bit allocation method is described in
Section V.

2) First-stage encoding.
Perform the first stage of encoding using to get the
residual signal and the header information of the current
frame, where is chosen to be the average of
the previous frame. The coded 4 4 blocks are identi-
fied using the method described in Section III-D and the
corresponding of all MBs are computed for

. Estimate the required number
of header bits using (9) so that the available source bits
can be obtained.

3) Second-stage encoding.
Suppose that the current MB number is . Let be
the available source bits before encoding the th MB. We
can determine the QP for the th MB, denoted by

, as follows. First, compute the sum of
of remaining MBs for . Using

(12) and values, we can estimate source bits,
for the QPs ranging from to ,

and choose the value that minimizes the distance between
the available source bits and the estimated source bits, i.e.,

where is the actual quantization stepsize with respect
to a QP . Then, we can encode the residual signal of the

th MB using and update by subtracting the
actual source bits of the th MB from it. The above pro-
cedure is repeated for all MBs in the current frame.

4) Model update.
Update model parameters and and the buffer fullness.
The model parameters are updated by the least square ap-
proximation [23] using data from the previous five frames.
Then, we proceed to the next frame until the last frame is
reached.

Please note that there are values of for
each MB and estimated source bits corre-
sponding to each QP between and . There-
fore, is determined from a discrete set of values by mini-
mizing the distance to the available source bits rather than being
computed from a closed-form source rate model directly.

The rate control algorithm without bit allocation does not take
distortion into account in determining . To further im-
prove picture quality, a R-D optimized bit allocation method is
proposed among MB classes. Let be the number of classes,
and and be the number of source bits and the distortion
of the th class, respectively. Given available source bits for
a frame, our objective is to determine for all
such that the total distortion of the frame is minimized, i.e.,

minimize subject to (18)

Several MB classification methods were proposed for various
purposes including rate control before [31]. A good MB clas-
sification method can improve the coding performance. In this
work, a simple grouping scheme is considered, where MBs in
the same row, i.e., group of s (GOB) are classified into the same
class, to demonstrate the idea.

To perform R-D optimized bit allocation among MB classes,
a discrete set of R-D data for the th class is estimated after
the first stage of encoding for all . For example,

of each class is computed by the sum of
of all MBs in that class for the QPs from to .
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TABLE IV
PERFORMANCE OF THE PROPOSED RATE CONTROL ALGORITHMS WITH AND WITHOUT BIT ALLOCATION

Then, the number of source bits and the corresponding distor-
tion of each class can be estimated for each admissible QP. That
is, the source bits and distortion are estimated by the simplified
source rate model in (12) and the simplified distortion model
in (15), respectively. Using the estimated sets of R-D data, the
following algorithm can be conducted, which performs R-D op-
timized bit allocation among MB classes using the gradient de-
scent method [32].

Bit Allocation Among MB Classes:
1) Initialization with .

We initialize the rate allocation with the finest QP and com-
pute for all , where

is the quantization stepsize corresponding to . Let
be the total number of allocated bits.

If , we stop the bit allocation procedure since
the maximum bit rate under our scheme is still less than
the available source rate. Then, we simply allocate bits to
the th class via for all . Other-
wise, if , we need to enlarge the quantization
paramter by going to the next step.

2) R-D optimization.
Based on the simplified rate and distortion models, we can
compute

where and , and
choose and that give the minimum value of .
This means that and yield the least quality degradation
under a unit rate reduction. Then, we can set and

and update .
We repeat this step until the following stopping criterion is
met.

3) Stopping Criterion.
If or for all , stop
Step 2 and the final allocated bits to the th class, is
set to for all .

The basic idea of the above bit allocation method can be
simply stated as follows. First, it allocates the maximum bits
to all classes using the smallest QPs. Usually, this rate will be
higher than the available bit rate. Then, we have to reduce the
allocated bits from some classes. In Step 2, we choose the class
that gives the minimum distortion increase per bit rate reduction.
This process repeats until the target bit is met. With MB-class
bit allocation, the proposed rate control algorithm can be per-
formed on MBs within the same class.

V. EXPERIMENTAL RESULTS

The proposed rate control algorithms with and without bit al-
location are compared with the rate control algorithm in JM8.1a
[33] for the H.264 baseline-profile encoder. In our experiments,
all frames are encoded as P-frames except for the first I-frame.
Generally speaking, the coded video quality largely depends on
the frame-level bit allocation method. More bits are allocated
to the I-frame and the preceding P-frames in many rate control
algorithms to improve average quality according to the mono-
tonicity property [6]. However, since the main purpose of our
experiments is to show the advantage of the new encoder struc-
ture with the enhanced rate and distortion models, we adopt a
simple frame-based bit allocation as stated below.

Because we use the rate control scheme in JM8.1a [17] as the
benchmark, the first I-frame is encoded using the QP determined
by the same rule as in JM8.1a for fair comparison. The target bits
for subsequent P-frames are allocated by the following rule in
our scheme. Let and be the number of remaining
frames and the number of remaining bits before encoding the

th frame, respectively. Then, the target bits for the th frame
is simply determined as . The value is set to 3
and the initial values of model parameters , , and in (5),
(12), and (15) are set to 6.0, 0.4 and 0.04, respectively, for the
first P-frame in our algorithm. For all experiments, the buffer
size is set to two times of the channel rate and the initial buffer
fullness is set to half of the buffer size.

Several QCIF sequences are encoded with a single reference
frames at 30 fps. As mentioned in Section IV, the MBs in the
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Fig. 8. Variation of QPs in a frame by the proposed rate control scheme without
bit allocation (solid line) and the rate control in JM8.1a (dashed line). (a)–(b) 10th
and 50th frames of “Mother & Daughter” at 48 kbps. (c)–(d) 10th and 50th frames
of “Silent” at 64 kbps. (e)–(f) 10th and 50th frames of “Salesman” at 96 kbps.

same GOB are classified into the same class for bit allocation.
Table IV shows the experimental results by three different rate
control algorithms. Note that the coding gains in this table are
all calculated with respect to the rate control scheme in JM81a.
The results show the proposed algorithm with or without bit al-
location can meet the target bit rate more accurately for all test
sequences at all bit rates. The picture quality is also improved.
While the average coding gain and the maximal coding gain
are 0.25 and 0.39 dB, respectively, by the proposed rate con-
trol algorithm without bit allocation, they can go up to 0.60 and
1.02 dB, respectively, by the proposed rate control with bit al-
location.

In simplified rate and distortion models, there are three pa-
rameters to be tuned: in the header rate model (5), in the
source rate model (12) and in the distortion model (15). They
are employed to simplify models given by (4), (11), and (14),
respectively. These parameters as specified in Section III work
well for all test sequences. In other words, they are robust with
respect to test sequences shown in Table IV.

The improved coding gain by the proposed rate control
scheme without bit allocation mainly comes from the saving
of bits required to encode the difference of the QPs between
two successive MBs. Fig. 8 illustrates the variation of QPs in a
frame for several sequences at different bit rates. We see that
even though each MB can have its own QP, the variation is
small due to the accurate rate models. The difference between
the largest value and the smallest value is at most 2 for most
of the frames. As a result, fewer bits are required to encode the
difference of them. On the contrary, the inaccurate source rate

Fig. 9. Distributions of QP � QP by the proposed MB layer rate control
without bit allocation for the QCIF sequences. (a) “Foreman” and (b) “News”
at 64 kbps.

Fig. 10. Performance comparison of the proposed rate control with bit allo-
cation (solid line) and the rate control in JM8.1a (dashed line) for “Mother &
daughter” at 48 kbps. (a) Number of allocated bits per frame. (b) PSNR value
per frame.

and the header bit estimation method in JM8.1a causes a large
variation in QPs. Consequently, it demands more bits to encode
their difference. It also causes significant quality fluctuations
within a frame. As a evidence, we can easily conjecture from
Fig. 8 that JM8.1a rate control algorithm produces higher
quality MBs in the beginning part of a frame and poorer quality
MBs in the ending part of a frame. Furthermore, by employing
bit allocation, we can further improve the PSNR value by
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Fig. 11. Performance comparison of the proposed rate control with bit alloca-
tion (solid line) and the rate control in JM8.1a (dashed line) for “Silent” at 64
kbps. (a) Number of allocated bits per frame. (b) PSNR value per frame.

0.35 dB on average over the one without bit allocation. The
amount of improvement depends on the characteristics of video
sequences. When MBs in a frame have more different R-D
characteristics, the additional coding gain is larger.

Fig. 9 shows the distribution of for the “Foreman”
and “News” sequences, when they are coded at 64 kbps by
the proposed rate control without bit allocation. In case of the
“Foreman” sequence, the probability of is
larger than 95% and the probability of is less
than 2%. In case of the “News” sequence, these probabilities are
larger than 80% and less than 4%, respectively. According to the
discussion in Section II, the high probability of

implies that the coding gain loss by the two-stage encoding is
very small. The low probability of implies
that 3 is a reasonable choice for the value of . Furthermore,
it is observed that the difference between these two QP values
is small for most frames in a sequence whether the sequence is
of high activity or not. The large difference between them (i.e.,

3) is observed in the scene change frames. In the “News” se-
quences, the probability of is larger due to the
background scene changes at the 90th, 150th, and 240th frames,
and we can reduce the sudden quality change at these frames by
setting . Generally speaking, we conclude from Fig. 9

Fig. 12. Performance comparison of the proposed rate control with bit alloca-
tion (solid line) and the rate control in JM8.1a (dashed line) for “Salesman” at
96 kbps. (a) Number of allocated bits per frame. (b) PSNR value per frame.

that the average of the previous frame provides a good es-
timate of of the current frame in this application with the
baseline profile.

We show the number of allocated bits and the PSNR value
as a function of the frame number by the proposed rate control
algorithm with bit allocation and the rate control algorithm in
JM8.1a for the three test sequences in Figs. 10–12. As shown in
these figures, the target bit of each frame can be achieved very
precisely by the proposed rate control algorithm. This is impor-
tant when the decoder buffer size is limited, where frame skip-
ping may occur often if the number of bits cannot be well con-
trolled. Furthermore, the PSNR improvement of the proposed
rate control scheme over the rate control algorithm in JM8.1a is
evident.

VI. CONCLUSION AND FUTURE WORK

A novel model-based rate control algorithm based on the two-
stage encoding was proposed for the H.264 baseline-profile en-
coder in this research. The inter-dependency of RDO and rate
control is resolved by the two-stage encoding scheme at the cost
of acceptable extra encoding complexity. An enhanced header
rate model was established to estimate the number of header
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bits more accurately due to the increased importance of header
bits in H.264. Enhanced source rate and distortion models were
also proposed based on coded 4 4 block identification. It
was shown by experimental results that both rate and distortion
can be well estimated by the proposed models. In addition, a
MB-based bit allocation method was proposed to improve the
picture quality. The proposed rate control algorithm can achieve
the target bit rate of a frame more accurately with improved
R-D performance as compared with the rate control algorithm
in JM8.1a.

It is worthwhile to point out that we may need a more so-
phisticated estimation method for to improve the perfor-
mance for different video coding applications, for example, non-
conversational applications that require a finite GOP structure
with B-frames. Furthermore, the coding gain could be further
improved if a more sophisticated classification method is em-
ployed instead of the GOB-based classification. These open is-
sues are under our current study.
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