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ABSTRACT | Orthogonal frequency division multiple access

(OFDMA) has recently attracted vast research attention from

both academia and industry and has become part of new

emerging standards for broadband wireless access. Even

though the OFDMA concept is simple in its basic principle, the

design of a practical OFDMA system is far from being a trivial

task. Synchronization represents one of the most challenging

issues and plays a major role in the physical layer design. The

goal of this paper is to provide a comprehensive survey of the

latest results in the field of synchronization for OFDMA

systems, with tutorial objectives foremost. After quantifying

the effects of synchronization errors on the system perfor-

mance, we review some common methods to achieve timing

and frequency alignment in a downlink transmission. We then

consider the uplink case, where synchronization is made

particularly difficult by the fact that each user’s signal is

characterized by different timing and frequency errors, and the

base station has thus to estimate a relatively large number of

unknown parameters. A second difficulty is related to how the

estimated parameters must be employed to correct the uplink

timing and frequency errors. The paper concludes with a

comparison of the reviewed synchronization schemes in an

OFDMA scenario inspired by the IEEE 802.16 standard for

wireless metropolitan area networks.
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I . INTRODUCTION

The demand for multimedia wireless communications is

growing today at an extremely rapid pace and this trend is

expected to continue in the future. The common feature of

many current wireless standards for high-rate multimedia

transmission is the adoption of a multicarrier air interface

based on orthogonal frequency division multiplexing
(OFDM). The idea behind OFDM is to convert a frequency

selective channel into a collection of frequency-flat

subchannels with partially overlapping spectra. This goal
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is achieved by splitting the input high-rate data stream into
a number of substreams that are transmitted in parallel

over orthogonal subcarriers [1], [2]. Compared to conven-

tional single-carrier systems, OFDM offers increased

robustness against multipath distortions as channel

equalization can easily be performed in the frequency

domain through a bank of one-tap multipliers [3]. Fur-

thermore, it provides larger flexibility by allowing

independent selection of the modulation parameters
(like the constellation size and coding scheme) over each

subcarrier [4]. Due to its favorable features, OFDM has

been adopted in some commercial systems such as digital

audio broadcasting (DAB) [5], terrestrial digital video

broadcasting (DVB-T) [6], and the IEEE 802.11a wireless

local area network (WLAN) [7].

There is currently a strong interest in extending the

OFDM concept to multiuser communication scenarios. A
prominent example of this trend is represented by the

orthogonal frequency division multiple access (OFDMA)

technology, which results from a combination of OFDM

with a frequency division multiple access (FDMA) pro-

tocol. This scheme was originally suggested by Sari and

Karam for cable TV (CATV) networks [8] and later adopted

in the uplink of the Interaction Channel for Digital

Terrestrial Television (DVB-RCT) [9]. More recently, it
has become part of the emerging IEEE 802.16 standards for

wireless metropolitan area networks (WMANs) [10] and is

currently attracting vast research attention from both

academia and industry as a promising candidate for next

generation broadband wireless networks.

In OFDMA systems, the available subcarriers are

divided into several mutually exclusive clusters (subchan-

nels or subbands) that are assigned to distinct users for
simultaneous transmission. The orthogonality among

subcarriers guarantees intrinsic protection against multi-

ple access interference (MAI) while the adoption of a

dynamic subcarrier assignment strategy provides the sys-

tem with high flexibility in resource management. Fur-

thermore, OFDMA inherits from OFDM the ability to

compensate channel distortions in the frequency domain

without the need of computationally demanding time-
domain equalizers.

Despite its appealing features, the design of an OFDMA

system poses several technical challenges. One basic issue

is related to the stringent requirement on frequency and

timing synchronization [11]. Similarly to OFDM, OFDMA

is extremely sensitive to timing errors and carrier fre-

quency offsets between the incoming waveform and the

local references used for signal demodulation. Inaccurate
compensation of the frequency offset destroys orthogonal-

ity among subcarriers and produces interchannel interfer-

ence (ICI) as well as MAI. Timing errors result in

interblock interference (IBI) and must be counteracted to

avoid severe error rate degradations. Using a sufficiently

long guard interval between adjacent OFDMA blocks (in

the form of a cyclic prefix) provides intrinsic protection

against timing errors at the expense of some reduction in
data throughput as a consequence of the extra overhead.

However, timing accuracy becomes a stringent require-

ment in those applications where the cyclic prefix (CP) is

made as short as possible to minimize the overhead.

In OFDMA systems, timing and frequency synchroni-

zation is usually accomplished by following a three-step

procedure. The first step is taken during the downlink

transmission, when each mobile terminal (MT) performs
frequency and timing estimation by exploiting a pilot

signal transmitted by the base station (BS). This operation

reduces synchronization errors within a tolerable range

and can easily be accomplished using the same methods

available for OFDM systems since the users’ signals appear

at each MT with common frequency and timing errors.

The estimated parameters are then exploited by each user

not only to detect the downlink data stream, but also as
synchronization references for the uplink transmission.

However, due to Doppler shifts and propagation delays,

the uplink signals arriving at the BS may still be plagued by

residual synchronization errors. The second step of the

synchronization process is thus represented by frequency

and timing estimation in the uplink. This operation may

represent a challenging task since, contrarily to the

downlink situation, the uplink received waveform is a
mixture of signals transmitted by different users, each

affected by exclusive synchronization errors. Accordingly,

frequency and timing recovery in the uplink can be

categorized as a multiparameter estimation problem,

where each user must be separated from the others before

starting the synchronization procedure. As we shall see,

the separation method is closely related to the particular

carrier assignment scheme adopted in the system, i.e., the
strategy according to which subcarriers are distributed

among users.

Once the uplink timing and frequency offsets have

been estimated, they must be employed in some way at the

BS to restore orthogonality among subcarriers. This opera-

tion is commonly referred to as timing and frequency

correction, and represents the final step of the synchro-

nization process. A possible solution is that the BS returns
the estimated offsets to the corresponding user, who

exploits them to adjust his/her transmitted signal. In a

time-varying scenario, however, users must periodically be

provided with updated estimates of their synchronization

parameters, which may result in excessive overhead and

outdated information due to feedback delay. For these

reasons, the current trend of OFDMA favors the use of

advanced signal processing techniques to compensate for
synchronization errors directly at the BS, i.e., without the

need of returning timing and frequency estimates back to

the subscriber terminals.

The aforementioned issues have been extensively

studied in recent years and several practical solutions are

currently available in the open literature. Nevertheless,

they are scattered around in the form of various
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conferences and journal publications and, therefore, they
are hardly useful for giving a unified view of an otherwise

seemingly heterogeneous field. This is the main reason

that prompted us to work on a comprehensive survey of the

latest state-of-the-art synchronization techniques for

OFDMA transmissions as it stems out of our cultural and

professional background. Particular emphasis is put on the

uplink case, which represents the most challenging part of

the overall synchronization process. Our goal is to make
the unacquainted readers more familiar with the basic

concepts of this rapidly growing research area without the

pretence of showing new results or deriving novel

schemes. The tutorial treatment is based on elementary

knowledge of traditional multicarrier systems, as well as

basic principles of synchronization techniques for digital

transmissions [12].

A. Organization of This Paper
This paper has the following outline. Section II reviews

basic concepts of an OFDMA downlink, with emphasis on

synchronization functions and allocation strategies that are

commonly adopted to distribute available subcarriers

among active users. Section III quantifies the effects of

timing and frequency synchronization errors on the

performance of an OFDMA system. Section IV is devoted
to some of the most popular synchronization schemes for

OFDM transmissions that can directly be applied to an

OFDMA downlink. The synchronization policy adopted in

the OFDMA uplink is the subject of Section V together

with the mathematical model of the uplink signals. Here,

we introduce the concept of a quasi-synchronous system

where the users’ signals arriving at the BS are time-aligned

within the CP. Section VI illustrates several advanced
schemes to estimate the timing and frequency errors of all

active users in an OFDMA uplink. In doing so, we

distinguish among different subcarrier allocation strategies

since the latter have a remarkable influence on the se-

lection of the appropriate estimation method. Section VII

deals with timing and frequency correction in the up-

link. Again, we consider different subcarrier allocation

schemes and show how estimates of the synchronization
parameters can be exploited to restore orthogonality

among the received users’ signals. Our investigation pro-

ceeds in Section VIII with a comparison of some uplink

synchronization techniques in an OFDMA scenario

inspired by the recently standardized IEEE 802.16

Wireless MAN. The paper is ended by a short concluding

section.

B. Notation
The following notation is used throughout the paper.

Vectors and matrices are denoted by boldface letters. The

superscripts ð�ÞT , ð�ÞH, and ð�Þ� stand for transposition,

conjugate transposition, and element-wise conjugation,

respectively. Ef�g denotes the expectation operator while

k � k represents the Euclidean norm of the enclosed

vector. Im is the m � m identity matrix, 0m denotes an
m-dimensional vector with all zero entries, and

A ¼ diagfa1; a2; . . . ; amg is a diagonal matrix with

faj : j ¼ 1; 2; . . . ;mg along its main diagonal. ½A�i;j stands

for the element in the ith row and jth column of A while

A�1 indicates the inverse of A. Finally, <ef�g and =mf�g
denote the real and imaginary components of a complex-

valued quantity, respectively, while argf�g and j � j are

used for the corresponding argument and amplitude.

II . FUNDAMENTALS OF
OFDMA DOWNLINK

A. Subcarrier Allocation Strategies
From a physical layer perspective, the OFDMA down-

link is essentially equivalent to an OFDM system. The only
difference is that in OFDMA each transmitted block

conveys simultaneous information for multiple subscribers

while in OFDM it carries data for a single specific user. To

fix the ideas, assume that the BS communicates with M
users by exploiting N available subcarriers. The latter are

evenly divided into R subchannels, each consisting of

P ¼ N=R subcarriers. Without loss of generality, we

consider the situation in which different subchannels are
assigned to distinct users, even though in practice more

subchannels may be allocated to the same user depending

on its requested data rate. Since the maximum number of

users that the system can simultaneously support is limited

to R, in the ensuing discussion we assume M � R. The

overall subcarriers are numbered from n ¼ 0 to n ¼ N � 1,

while the subcarriers of the mth subchannel have indexes

in the set Im. Clearly, to avoid that a given subcarrier is
shared by different users, the sets fImgR

m¼1 must be

mutually exclusive, i.e., Im \ I j ¼ Ø for m 6¼ j.
Three possible methods to distribute subcarriers

among active users are illustrated in Fig. 1 [13]. For

illustration, we adopt N ¼ 16 and M ¼ R ¼ 4 as system

parameters. In the subband carrier assignment scheme

(CAS) of Fig. 1(a), each subchannel is composed by a group

of P adjacent subcarriers. The main drawback of this
approach is that it does not exploit the frequency diversity

offered by the multipath channel since a deep fade might

hit a substantial number of subcarriers of a given user. A

viable solution to this problem is obtained by adopting the

interleaved CAS shown in Fig. 1(b), where the subcarriers

of each user are uniformly spaced over the signal band-

width at a distance R from each other. Although this

method can fully exploit the channel frequency diversity,
the current trend in OFDMA favors a more flexible

allocation strategy where users can select the best

subcarriers [i.e., those with the highest signal-to-noise

ratios (SNRs)] that are currently available. This scheme is

called generalized CAS and its basic concept is shown in

Fig. 1(c). Since there is no rigid association between

subcarriers and users, the generalized CAS allows dynamic
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resource allocation and provides more flexibility than

subband or interleaved CAS.

B. OFDMA Transmitter
Fig. 2 illustrates the discrete-time block diagram of the

OFDMA downlink transmitter. After channel coding and

symbol mapping (not shown), the data stream of each user

is divided into blocks of length P, with bm;i denoting the ith
block of the mth user. The CAS unit maps the P data

symbols of each block onto the subcarriers assigned to the

corresponding user. This operation is easily performed by

extending bm;i with the insertion of N � P zeros and

results in an N-dimensional vector dm;i with entries

dm;iðnÞ ¼
cm;iðnÞ; if n 2 Im,

0; otherwise

�
(1)

where cm;iðnÞ is the data symbol transmitted over the nth

subcarrier. Vectors dm;i are then summed up to produce

the ith block of frequency-domain samples

di ¼
XM

m¼1

dm;i: (2)

The latter is fed to a conventional OFDM modulator

that consists of an N-point inverse discrete Fourier

transform (IDFT) unit followed by the insertion of an

Ng-point CP to avoid interference between adjacent

blocks. The IDFT output is collected into a vector
si ¼ ½sið0Þ; sið1Þ; . . . ; siðN � 1Þ�T and the CP is appended

to si such that siðkÞ ¼ siðk þ NÞ for �Ng � k � �1. The

ith block of time-domain samples can thus be written as

siðkÞ¼
1ffiffiffi
N

p
PN�1

n¼0 diðnÞej2�nk=N; if �Ng �k�N�1,

0; otherwise

�
(3)

where fdiðnÞg are the entries of di.

The discrete-time downlink signal is obtained as the

serial concatenation of several blocks of time-domain

samples and takes the form

sðTÞðkÞ ¼
X

i

siðk � iNTÞ (4)

where NT ¼ N þ Ng is the block length (with the CP

included). In practice, sequence sðTÞðkÞ is transmitted over

the channel using a linear modulator with impulse

Fig. 2. Block diagram of OFDMA downlink transmitter.

Fig. 1. Examples of subcarrier allocation schemes: (a) subband CAS, (b) interleaved CAS, and (c) generalized CAS.
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response gðtÞ and a signaling interval Ts. In this case, the

distance in the frequency domain between two adjacent

subcarriers (subcarrier spacing) is 1=ðNTsÞ, which results

in an overall signal bandwidth of approximately 1=Ts. A

root-raised-cosine filter is commonly used as a modulation
pulse gðtÞ.

C. Channel Model
The transmitted signal propagates through a multipath

channel that is assumed static over several OFDMA blocks.

The main reason behind this assumption is that standard-

ized systems employing OFDMA are mostly used to

provide wireless connectivity to portable devices charac-
terized by low mobility. In these applications, the channel

coherence time is much larger than the block duration and

the assumption of a static channel is reasonable.

We denote h ¼ ½hð0Þ; hð1Þ; . . . ; hðL � 1Þ�T the Ts-

spaced samples of the overall channel impulse response

(CIR) encompassing the physical channel as well as the

transmit/receive filters. The channel taps hð‘Þ are modeled

as statistically independent Gaussian random variables
with zero mean (Rayleigh fading) and an exponentially

decaying power delay profile

E hð‘Þj j2
� �

¼ �e�‘=L; 0 � ‘ � L � 1 (5)

where � is a suitable factor chosen to normalize the
average energy of the CIR to unity. Although signal

shaping operated by the transmit and receive filters may

result in some statistical correlation among channel taps,

it is a common practice to neglect such a correlation when

evaluating the performance of multicarrier systems. The

channel order L is related to the duration of the impulse

response of shaping filters as well as to the channel delay

spread. Since the latter is usually unknown, in practice L
is chosen according to the maximum expected delay

spread.

D. OFDMA Receiver
The OFDMA downlink receiver is shown in Fig. 3.

After down-conversion and low-pass filtering, the received

signal is fed to an analog-to-digital (A/D) converter, where

it is sampled with frequency fs ¼ 1=Ts. In a perfectly
synchronized system, the A/D output is expressed by

rðkÞ ¼
X

i

XL�1

‘¼0

hð‘Þsiðk � ‘� iNTÞ þ wðkÞ (6)

where wðkÞ is complex-valued additive white Gaussian

noise (AWGN) with variance �2
w. Next, stream rðkÞ is

divided into adjacent segments of length NT , each

corresponding to a transmitted OFDMA block. Without

loss of generality, we concentrate on the ith segment in the
following. After removing the CP, the remaining N samples

are collected into a vector ri ¼ ½rið0Þ; rið1Þ; . . . ; riðN � 1Þ�T
and passed to an N-point discrete Fourier transform (DFT)

unit. Assuming that the CP is longer than the CIR duration,

the DFT output Ri has entries

RiðnÞ ¼ HðnÞdiðnÞ þ WiðnÞ; 0 � n � N � 1 (7)

where WiðnÞ is the noise contribution with power �2
w and

HðnÞ ¼
XL�1

‘¼0

hð‘Þe�j2�n‘=N (8)

is the channel frequency response over the nth subcarrier.

Equation (7) indicates that OFDMA can be seen as a set

of parallel transmissions over N Gaussian channels with

different complex-valued attenuations HðnÞ. Thus, channel

equalization can easily be performed through a bank of

Fig. 3. Block diagram of OFDMA downlink receiver.
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one-tap multipliers, one for each subcarrier. The latter are
designed according to either a zero-forcing (ZF) or

minimum mean square error (MMSE) criterion using an

estimate bHðnÞ of the channel response. The equalizer

output is next passed to a threshold device, which delivers

the final data decisions. In general, since each user is

exclusively interested in the P data symbols transmitted by

the BS over its assigned subchannel, only the DFT outputs

with indexes in the set Im are selected by the mth
downlink receiver for channel equalization and data

detection.

E. Downlink Synchronization Tasks
As mentioned previously, the signal model in (6)

describes an ideal system where no frequency and timing

errors are present. However, in practical situations,

Doppler shifts and oscillator instabilities result in a carrier
frequency offset (CFO) fd between the received carrier and

the local sinusoids used for signal demodulation. In addi-

tion, at the start-up the receiver does not know where the

OFDMA blocks start and, accordingly, the DFT window

may be placed in a wrong position. This results in a timing

error, denoted by �d, which must properly be compensated

to avoid severe performance degradation. Actually, since

small (fractional) timing errors can be corrected through
channel equalization (see Section III-A), it suffices to

locate the beginning of each received OFDMA block

within one sampling period. For this reason, it is a

common practice to model the timing error as a multiple 	
of the sampling period and consider the remaining

fractional error as part of the CIR.

In summary, calling " ¼ NfdTs the frequency offset

normalized to the subcarrier spacing 1=ðNTsÞ, the received
samples in the presence of synchronization errors take

the form

rðkÞ ¼ ej2�"k=N
X

i

XL�1

‘¼0

hð‘Þsiðk � 	� ‘� iNTÞ þ wðkÞ:

(9)

As shown in Fig. 3, the coarse frequency and timing

estimation units employ the received sequence rðkÞ to

compute estimates of " and 	, denoted by b" and b	,

respectively. The former is used to counter-rotate rðkÞ at
an angular speed 2�b"=N (coarse frequency correction),

while the timing estimate is exploited to achieve the

correct positioning of the receive DFT window (coarse

timing correction). Specifically, the counter-rotated sam-

ples with indexes iNT þ b	 � k � iNT þ b	þ N � 1 are

grouped together and passed to the DFT unit. Besides

being used for data detection, the DFT output can also be

exploited to track small short-term variations of the
frequency offset (fine-frequency estimation). As men-

tioned earlier, the compensation of fractional timing errors

(fine-timing synchronization) is usually accomplished by
the channel equalizer.

III . SENSITIVITY TO TIMING
AND FREQUENCY ERRORS

In this section, we assess the impact of uncompensated

timing and frequency errors on the performance of an

OFDMA system. To simplify the analysis, we concentrate
on a downlink transmission, though similar results apply

even to the uplink case.

A. Effect of Timing Offset
In multicarrier systems, the DFT window should

include samples from only one single block in order to

avoid IBI. As shown in Fig. 4, the tail of each received

block extends over the first L � 1 samples of the successive
block as a consequence of multipath dispersion. Since the

length of the CP must be greater than the CIR duration in a

well designed system, a certain range of the guard interval

is not affected by the previous block at the receiver. As

long as the DFT window starts anywhere in this range, no

IBI is present at the DFT output. This situation occurs

whenever the timing error �	 ¼ b	� 	 belongs to interval

�Ng þ L � 1 � �	 � 0 and only results in a cyclic shift of
the received OFDMA block. Thus, recalling the time-shift

property of the Fourier transform and assuming perfect

frequency synchronization (i.e., " ¼ 0), the DFT output

over the nth subcarrier takes the form

RiðnÞ ¼ ej2�n�	=NHðnÞdiðnÞ þ WiðnÞ: (10)

The equation indicates that timing error �	 appears as a

linear phase across subcarriers and, accordingly, it can be

compensated for by the channel equalizer, which cannot
distinguish between phase shifts introduced by the

channel and those caused by timing misalignments.

On the other hand, if the timing error is outside

interval �Ng þ L � 1 � �	 � 0, samples at the DFT input

will be contributed by two adjacent OFDMA blocks. In

addition to IBI, this results in a loss of orthogonality among

subcarriers which, in turn, generates ICI. In this case, the

nth DFT output is given by

RiðnÞ ¼ ej2�n�	=N�ð�	ÞHðnÞdiðnÞ þ Iiðn;�	Þ þ WiðnÞ
(11)

where �ð�	Þ is an attenuation factor while Iiðn;�	Þ
accounts for IBI and ICI and can reasonably be modeled as

a zero-mean random variable with power �2
I ð�	Þ. Both

�ð�	Þ and �2
I ð�	Þ depend on the timing error and the

channel delay profile as discussed in [14].
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A useful indicator to evaluate the effect of timing errors

on the system performance is the loss in the SNR. This
quantity is defined as

�ð�	Þ ¼ SNRðidealÞ

SNRðrealÞ (12)

where SNRðidealÞ is the SNR of a perfectly synchronized

system and SNRðrealÞ is the SNR in the presence of a timing

offset. Assuming a normalized channel response with

unit average power (i.e., EfjHðnÞj2g ¼ 1) and letting

D2 ¼ EfjdiðnÞj2g, we have SNRðidealÞ ¼ D2=�
2
w from (7).

On the other hand, since the three terms in the right-
hand-side of (11) are statistically independent, it follows

that SNRðrealÞ ¼ D2�
2ð�	Þ=½�2

w þ �2
I ð�	Þ�. Substituting

these results into (12) yields

�ð�	Þ ¼ 1

�2ð�	Þ 1 þ �2
I ð�	Þ
�2

w

� 	
: (13)

Fig. 5 illustrates �ð�	Þ (in decibels) versus timing

error �	 for N ¼ 256 and some values of D2=�
2
w. The

channel is Rayleigh fading with length L ¼ 8 and an
exponentially decaying power delay profile as given in (5).

A CP of length Ng ¼ 16 is appended to the transmitted

blocks. At each simulation run, a new channel snapshot

is generated and the results are numerically averaged

with respect to the channel statistics. For a given timing

error, we see that �ð�	Þ increases with D2=�
2
w. This can

be explained by the fact that at low SNRs the main

impairment is represented by thermal noise and the

impact of synchronization errors becomes less evident.

The results of Fig. 5 indicate that, to keep the SNR de-
gradation to a tolerable level of less than 1.0 dB,

the residual error �	 after timing correction should

be limited to a few percents of the block length. As

discussed earlier, no IBI is present at the DFT output as

long as �Ng þ L � 1 � �	 � 0. In this case, we have

SNRðrealÞ ¼ SNRðidealÞ, so that �ð�	Þ ¼ 0 dB. The re-

quirement of the timing synchronizer is therefore

determined by the number of samples by which the CP
exceeds the CIR duration.

B. Effect of Frequency Offset
A carrier frequency offset produces a shift of the

received signal in the frequency domain and may result in

a loss of mutual orthogonality among subcarriers. To better

explain this concept, we assume ideal timing synchroni-

zation (i.e., b	 ¼ 	) and compute the DFT output
corresponding to the ith OFDMA block in the presence

of a frequency error ". After performing standard

manipulations, we obtain

RiðnÞ ¼ ej’i

XN�1

p¼0

HðpÞdiðpÞfNð"þ p � nÞ þ WiðnÞ (14)

where ’i ¼ 2�i"NT=N and fNðxÞ is defined as

fNðxÞ ¼
sinð�xÞ

N sinð�x=NÞ ej�xðN�1Þ=N: (15)

Fig. 4. Partial overlapping between received blocks due to multipath dispersion.
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At this stage, it is convenient to distinguish between two
distinct situations depending on whether the frequency

error is an integer multiple of the subcarrier spacing

1=NTs or not. In the first case, " is integer valued and (14)

reduces to

RiðnÞ ¼ ej’i H jn � "jNð Þdi jn � "jNð Þ þ WiðnÞ (16)

where jn � "jN is the value of n � " reduced to interval

½0;N � 1�. This equation indicates that an integer fre-

quency offset only results in a shift of modulated sub-

carriers by " positions. Orthogonality among subcarriers is

thus preserved, even though the received symbols appear
in a wrong position at the DFT output.

The situation is drastically different when " is not

integer valued. In this case, the subcarriers are no longer

orthogonal and (14) can conveniently be rewritten as

RiðnÞ ¼ ej’i HðnÞdiðnÞfNð"Þ þ Iiðn; "Þ þ WiðnÞ (17)

where Iiðn; "Þ is a zero-mean ICI term with power �2
I ð"Þ ¼

EfjIiðn; "Þj2g. Letting EfjHðnÞj2g ¼ 1, after some manip-

ulations we find that

�2
I ð"Þ ¼ D2 1 � fNð"Þj j2


 �
: (18)

The impact of the frequency error on the system
performance is assessed in terms of the SNR loss

defined as

�ð"Þ ¼ SNRðidealÞ

SNRðrealÞ (19)

where SNRðidealÞ ¼ D2=�
2
w is the SNR of a perfectly syn-

chronized system and SNRðrealÞ ¼ D2jfNð"Þj2=½�2
w þ �2

I ð"Þ�
is the SNR in the presence of frequency offset ".

Substituting these results into (19) and bearing in mind

(18), we obtain

�ð"Þ ¼ 1

fNð"Þj j2
1 þ D2

�2
w

1 � fNð"Þj j2

 �� �

: (20)

Fig. 5. SNR loss due to timing errors.
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A simpler expression of �ð"Þ is obtained for small values of

" by resorting to the Taylor series expansion of jfNð"Þj2
around " ¼ 0. This produces

�ð"Þ � 1 þ 1

3

D2

�2
w

ð�"Þ2
(21)

from which it follows that the SNR loss is related to the

square of the normalized frequency offset.

Equation (20) is shown in Fig. 6 as a function of " for
some values of D2=�

2
w. These results indicate that non-

negligible performance degradations are incurred when the

frequency error exceeds 4%–5% of the subcarrier distance.

IV. SYNCHRONIZATION ALGORITHMS
FOR DOWNLINK TRANSMISSIONS

In OFDMA downlink transmissions, each terminal per-
forms frequency and timing estimation by exploiting the

broadcast signal transmitted by the BS in a way similar to

single-user OFDM. As standardized in many commercial

systems [5]–[10], the transmission is normally organized

in frames. An example of the frame structure is illustrated

in Fig. 7, where some reference blocks with a particular

training pattern are appended in front of the payload

segment to assist the synchronization process.

In this section, we review some popular schemes for

timing and frequency estimation in an OFDMA downlink

scenario. In doing so, we distinguish between an

acquisition step and a tracking phase. During the
acquisition, the reference blocks placed at the beginning

of the frame are employed to get coarse estimates of the

synchronization parameters [15]–[26]. These estimates

are next refined during the tracking phase to counteract

short-term variations produced by oscillator drifts and/or

time-varying Doppler shifts. For this purpose, several

techniques exploiting either the redundancy of the CP or

pilot tones inserted in each block are available in the open
literature [27]–[31]. Alternatively, blind methods operat-

ing over the DFT output can be resorted to [32], [33].

Blind methods can also be employed during the initial

acquisition step. A good sample of the results obtained in

this area is found in [34]–[44].

A. Timing Acquisition
In most multicarrier applications, timing acquisition

represents the first step of the downlink synchronization

Fig. 6. SNR loss due to frequency errors.
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process. This operation has two main objectives. First, it

must detect the presence of a new frame in the received

data stream. Second, once the frame has been detected, it
must provide a coarse estimate of the timing error to find

the correct position of the receive DFT window. Since the

CFO is usually unknown at this stage, it is desirable that

the timing recovery scheme be robust against possibly

large frequency offsets.

One of the first timing acquisition algorithms for

OFDM transmissions was proposed by Nogami and

Nagashima [45] and was based on the use of a null
reference block where nothing is transmitted (no signal

power). The drop of the received power corresponding to

the null block was exploited to reveal the arrival of a new

frame. Unfortunately, this method provides highly inac-

curate timing estimates. Also, it is not suited for a burst-

mode transmission since the null block cannot be

distinguished by the idle period between successive bursts.

A popular approach to overcome these difficulties is the
use of some reference blocks exhibiting a repetitive

structure in the time domain. In this case, a robust timing

estimator can be designed by searching for the peak of the

correlation among repetitive parts. This idea was originally

employed by Schmidl and Cox (S&C) in [16], where a

reference block composed by two identical halves of length

N=2 is transmitted at the beginning of each frame. Note

that a block with such a structure can easily be generated
in the frequency domain by modulating subcarriers with

even indexes by a pseudonoise (PN) sequence while

forcing to zero the remaining subcarriers with odd indexes.

To explain the rationale behind the S&C algorithm, one

can verify that, as long as the CP is longer than the CIR

duration, the two halves of the reference block will remain

identical after passing through the transmission channel

except for a phase shift induced by the CFO. In other
words, if we model the received samples corresponding to

the first half as

rðkÞ ¼ sðRÞðkÞej2�"k=N þ wðkÞ;
	 � k � 	þ N=2 � 1 (22)

with sðRÞðkÞ denoting the useful signal and wðkÞ the noise

contribution, then the samples in the second half take the

following form:

rðk þ N=2Þ ¼ sðRÞðkÞej2�"k=Nej�" þ wðk þ N=2Þ;
	 � k � 	þ N=2 � 1: (23)

In this case, timing acquisition can be performed by

feeding the time-domain samples to a sliding window

correlator of lag N=2, which is expected to exhibit a peak

when the sliding window is perfectly aligned with the

received reference block. The resulting timing estimate is

thus given by [16]

b	 ¼ argmax
~	

�ðe	Þ��� ���n o
(24)

where �ðe	Þ is the following normalized autocorrelation

function:

�ðe	Þ ¼
P~	þN=2�1

q¼~	

rðq þ N=2Þr�ðqÞ

P~	þN=2�1

q¼~	

rðq þ N=2Þj j2
: (25)

Fig. 8 shows an example of the timing metric, j�ðe	Þj, as

a function of the difference �	 ¼ e	� 	. The results are

obtained numerically over a Rayleigh multipath channel
with L ¼ 8 taps. The number of subcarriers is N ¼ 256 and

the CP has length Ng ¼ 16. The SNR over received samples

is defined as SNR ¼ �2
s =�

2
w with �2

s ¼ EfjsðRÞðkÞj2g and is

set to 20 dB.

As mentioned before, the first step of the timing

acquisition process is represented by the detection of a

new frame in the received data stream. For this purpose,

j�ðe	Þj is continuously monitored and the start of a frame is
declared whenever it overcomes a given threshold �. The

latter must be designed by properly taking into account the

statistics of the timing metric so as to achieve a reasonable

Fig. 7. An example of the frame structure.
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tradeoff between the false alarm and misdetection

probabilities. Once the presence of a new frame has

been detected, timing estimate b	 is computed by searching

for the maximum of j�ðe	Þj as indicated in (24).

Unfortunately, we see from Fig. 8 that the timing
metric of the S&C algorithm exhibits a large Bplateau[ that

may greatly reduce the estimation accuracy. Solutions to

this problem are proposed in some recent works, where

reference blocks with suitably designed patterns are

exploited to obtain sharper timing metric trajectories

[25], [26]. For instance, Shi and Serpedin (S&S) used a

training block composed of four repetitive parts

½þB þB �B þB� with a sign inversion in the third
segment [26]. As depicted in Fig. 9, a sliding window of

length N spans received time-domain samples with

indexes e	 � k � e	þ N � 1 and collects them into four

vectors rjðe	Þ ¼ frð‘þ jN=4 þ e	Þ; 0 � ‘ � N=4 � 1g with

j ¼ 0; 1; 2; 3. The timing metric is then computed as

�ðe	Þ ¼ �1ðe	Þ��� ���þ �2ðe	Þ��� ���þ �3ðe	Þ��� ���
3
2

P3

j¼0

rjðe	Þ��� ���2
(26)

where

�1ðe	Þ ¼ rH
0 ðe	Þr1ðe	Þ � rH

1 ðe	Þr2ðe	Þ � rH
2 ðe	Þr3ðe	Þ

�2ðe	Þ ¼ rH
1 ðe	Þr3ðe	Þ � rH

0 ðe	Þr2ðe	Þ
�3ðe	Þ ¼ rH

0 ðe	Þr3ðe	Þ: (27)

Fig. 9. Sliding window used in S&S timing acquisition scheme.

Fig. 8. Example of timing metric for S&C algorithm.
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Fig. 10 illustrates �ðe	Þ for the S&S algorithm in the

same operating conditions of Fig. 8. Since the plateau

region present in the S&C metric is now significantly

reduced, more accurate timing estimates are expected. As

indicated in [25], reference blocks with more than four

repetitive segments can be designed to further increase the

sharpness of the timing trajectory.
Although the use of reference blocks is the most

popular approach for timing acquisition in burst-mode ap-

plications, blind methods seem preferable in a continuous-

mode transmission since any unnecessary overhead can be

avoided. An example of a blind scheme can be found in

[29], where autocorrelation properties induced by the CP

on the time-domain samples are exploited for timing

estimation. Specifically, the following N-lag autocorrela-
tion function is used as the timing metric:

�ðkÞ ¼
XNg�1

q¼0

rðk � qÞr�ðk � q � NÞ (28)

where k is the time index of the last received sample. Since

the CP is just a duplication of the last Ng samples of each

OFDMA block, we expect that the magnitude of �ðkÞ may

exhibit periodic peaks whenever samples rðk � q � NÞ
with 0 � q � Ng � 1 belong to the CP. The peak locations

indicate the beginning of the received blocks and are

exploited to control the position of the DFT window.

B. Fine Timing Tracking
If the transmit and the receive clock oscillators are

adequately stable, the estimate b	 provided by the timing

acquisition unit can be used to detect data symbols over the

entire frame. In certain applications, however, the

presence of non-negligible errors in the sampling clock

frequency may result in a long-term variation of timing

error �	, which must be tracked in some way. From a

mathematical viewpoint, we may consider �	 as intro-
duced by the physical channel rather than by the oscillator

drift. This amounts to absorbing �	 into the CIR vector or,

equivalently, replacing h ¼ ½hð0Þ; hð1Þ; . . . ; hðL � 1Þ�T
with its time-shifted version h0ð�	Þ ¼ ½hð�	Þ; hð1þ
�	Þ; . . . ; hðL � 1 þ�	Þ�T . Therefore, in the presence of

small sampling frequency offsets, channel estimates

computed over different OFDMA blocks are differently

delayed as a consequence of long-term fluctuations of �	.
A possible method to track these fluctuations is to look for

Fig. 10. Timing metric for S&S algorithm.
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the delay of the first significative taps in the estimated CIR
vector. This approach is adopted in [20], where the timing

estimate is updated at each new received block and used for

a fine adjustment of the DFT window. As mentioned

before, fractional timing errors are inherently compensated

for by the channel equalization unit since they only appear

as phase shifts at the DFT output.

C. Frequency Acquisition
After frame detection and timing acquisition, each

terminal must compute a coarse frequency estimate to

align its local oscillator to the received carrier frequency.

This operation is referred to as frequency acquisition and is

normally accomplished at each new received frame by

exploiting the same reference blocks used for timing

acquisition in addition to possibly other dedicated blocks.

One common approach is to employ a training pattern
composed by some repetitive parts which remain identical

after passing through the transmission channel except for a

phase shift produced by the frequency error [15]–[26]. The

latter is thus estimated by measuring the induced phase

shift. This method was originally employed by Moose in

[15], where the phase shift between two successive

identical blocks is measured in the frequency domain at

the DFT output. More precisely, assume that timing acqui-
sition has already been achieved and let R1ðnÞ and R2ðnÞ be

the nth DFT output corresponding to the two reference

blocks. Then, we may write

R1ðnÞ ¼ SðnÞ þ W1ðnÞ (29)

R2ðnÞ ¼ SðnÞej2�"NT=N þ W2ðnÞ (30)

where SðnÞ is the signal component (the same over each
block as long as the channel is static) while W1ðnÞ and

W2ðnÞ are noise terms. The above equations indicate that

an estimate of " can be computed as

b" ¼ 1

2�ðNT=NÞ arg
XN�1

n¼0

R2ðnÞR�
1 ðnÞ

( )
: (31)

The main drawback of this scheme is the relatively short

acquisition range. Actually, since the argf�g function

returns values in the range ½��; �Þ, we see from (31) that
jb"j � N=ð2NTÞ, which is less than one-half of the

subcarrier spacing. A viable method to enlarge the

acquisition range is proposed by Schmidl & Cox in [16].

They decompose the frequency error into a fractional part,
less than 1=ðNTsÞ in magnitude, plus an integer part which

is a multiple of 2=ðNTsÞ. The normalized frequency error is

thus rewritten as

" ¼ � þ 2� (32)

where � 2 ð�1; 1� and � is an integer. The S&C estimator

relies on the transmission of two suitably designed

reference blocks as depicted in Fig. 11. The first block is

the same as that used for timing acquisition. In particular,

it is composed by two identical halves of length N=2 that

are generated by modulating only subcarriers with even

indices while setting the others to zero. The second block
contains a differentially encoded pseudo-noise sequence

PN1 on even subcarriers and another pseudo-noise se-

quence PN2 on odd subcarriers.

The samples in the two halves of the first block are

obtained after substituting (32) into (22) and (23). This

yields

rðkÞ ¼ s0ðkÞ þ wðkÞ; 	 � k � 	þ N=2 � 1 (33)

rðk þN=2Þ ¼ s0ðkÞej�� þ wðk þN=2Þ;
	 � k � 	þ N=2 � 1 (34)

where s0ðkÞ ¼ sðRÞðkÞej2�ð�þ2�Þk=N for notational simplicity

and the identity ej2�� ¼ 1 is used in the derivation. The

above equations indicate that, apart from thermal noise,
the two halves are identical except for a phase shift of ��.

Thus, an estimate of � is obtained as

b� ¼ 1

�
arg

X	þN=2�1

k¼	
rðk þ N=2Þr�ðkÞ

( )
: (35)

As shown above, timing information is necessary to

compute b�. In practice, quantity 	 in (35) is replaced by

its corresponding estimate b	 given in (24).

Fig. 11. Reference blocks of S&C algorithm for frequency acquisition.

Morelli et al.: Synchronization Techniques for Orthogonal Frequency Division Multiple Access

1406 Proceedings of the IEEE | Vol. 95, No. 7, July 2007



The next step is the estimation of the integer frequency
offset �. For this purpose, the samples belonging to the two

reference blocks of Fig. 11 are first counter-rotated at an

angular speed 2�b�=N to compensate for the fractional

offset �. Next, they are fed to the DFT unit, which

produces quantities R1ðnÞ and R2ðnÞ for 0 � n � N � 1. As

explained in Section III-B, in case of perfect compensation

of � the DFT outputs are not affected by ICI. However,

they will be shifted from their correct position by a
quantity 2� due to the uncompensated integer frequency

offset. Actually, from (16) we have

R1ðnÞ¼ej’1 H jn�2�jNð Þd1 jn�2�jNð ÞþW1ðnÞ (36)

R2ðnÞ¼ej’2 H jn�2�jNð Þd2 jn�2�jNð ÞþW2ðnÞ (37)

where jn � 2�jN is the value n � 2� reduced to interval

½0;N � 1�. Neglecting for simplicity the noise terms and

calling pðnÞ ¼ d2ðnÞ=d1ðnÞ the differentially encoded PN
sequence on the even subcarriers of the second block, we

see from (36) and (37) that

R2ðnÞ ¼ ejð’2�’1Þp jn � 2�jNð ÞR1ðnÞ

for even n. Therefore, an estimate of � can be calculated by

finding integer b� that maximizes the following metric:

Bðe�Þ ¼
P

n even
R2ðnÞR�

1 ðnÞp� jn � 2e�jNð Þ
���� ����P

n even
R2ðnÞj j2

(38)

where e� varies over the range of possible integer frequency

offsets. With (32), the estimated CFO is finally obtained in
the form b" ¼ b� þ 2b�.

As mentioned before, the main advantage of the S&C

method over the Moose scheme is the enlarged frequency

acquisition range. An interesting question is whether a

similar result can be obtained even with a smaller

overhead than that required by S&C. A solution in this

sense was proposed by Morelli and Mengali (M&M) in

[19]. They consider a single reference block composed
by Q 9 2 identical parts, each containing N=Q samples.

The estimated CFO is obtained as

b" ¼ 1

2�=Q

XQ=2

q¼1

�ðqÞ arg �ðqÞ��ðq � 1Þf g (39)

where �ðqÞ are suitably designed coefficients given by

�ðqÞ ¼ 12ðQ � qÞðQ � q þ 1Þ � Q2

2QðQ2 � 1Þ (40)

and �ðqÞ is the following qN=Q-lag autocorrelation:

�ðqÞ¼
Xb	þN�1�qN=Q

k¼b	 rðk þ qN=QÞr�ðkÞ; q¼1; 2; . . . ;Q=2:

(41)

As shown in [19], the estimation range of this scheme is

j"j � Q=2. Hence, if Q is designed such that the possible

frequency offsets lie in interval ½�Q=2;Q=2�, the CFO is

estimated by means of a single reference block so that the

training overhead is reduced by a factor two with respect to

the S&C method.
Fig. 12 compares S&C and M&M in terms of the MSE

values of frequency estimates versus SNR ¼ �2
s =�

2
w, where

�2
w is the noise power and �2

s ¼ EfjsðRÞðkÞtj2g. We assume

a total of N ¼ 256 subcarriers and a Rayleigh multipath

channel with L ¼ 8 taps. Parameter Q in the M&M

algorithm is fixed to eight. For comparison, we also show

the Cramer–Rao bound (CRB) for the frequency estima-

tion of a complex sinusoid embedded in AWGN [46].
Although the accuracy of both schemes is relatively close

to the bound, M&M exhibits improved performance and

achieves a gain of approximately 1.0 dB over S&C.

D. Frequency Tracking
The CFO estimate b" obtained during the acquisition

phase is used to counter-rotate the received samples rðkÞ at

an angular speed 2�b"=N to produce the new sequence
r0ðkÞ ¼ rðkÞe�j2�k"̂=N. In the presence of time-varying

Doppler shifts, the residual frequency error �" ¼ "� b"
must continuously be tracked and compensated for in order

to avoid ICI at the DFT output. This operation is usually

accomplished on a block-by-block basis by resorting to a

closed-loop structure as depicted in Fig. 13. Here, r0iðmÞ
ð�Ng � m � N � 1Þ are the rotated time-domain samples

of the ith received OFDMA block (included the CP) and ei

is an error signal that provides information on �". This

signal is employed by the loop filter to update the frequency

estimate according to the following recursion:

�b"iþ1 ¼ �b"i þ � � ei (42)

where �b"i is the estimated frequency error over the ith
block and � is a parameter (step-size) that controls the

dynamic behavior of the loop. In practice, � must properly
be designed so as to achieve a reasonable tradeoff between
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the convergence speed and accuracy in the steady state.

The estimate �b"i is then fed to a numerically controlled

oscillator (NCO), which generates an exponential term

e�j iðmÞ. The phase  iðmÞ varies linearly in time with a

slope proportional to �b"i and is recursively computed as

 iðmÞ ¼  iðm � 1Þ þ 2��b"i=N; �Ng � m � N � 1

(43)

where  ið�Ng � 1Þ is set equal to  i�1ðN � 1Þ in order to
avoid any phase jump between two adjacent blocks. The

exponential term is used to obtain the frequency-corrected

samples xiðmÞ ¼ r0iðmÞe�j iðmÞ for �Ng � m � N � 1. After

discarding the CP, the latter are finally fed to the DFT unit

which generates the frequency-domain samples RiðnÞ
ð0 � n � N � 1Þ.

Several frequency tracking schemes available in the

literature are based on the closed-loop structure in Fig. 13
and only differ in their specific error signal ei [28]–[33]. In

particular, we distinguish between frequency-domain and

time-domain algorithms, depending on whether ei is

computed from the DFT output RiðnÞ or from rotated

samples xiðmÞ. An example of frequency-domain scheme is

given in [32], where ei is derived using a maximum

likelihood (ML) approach and reads

ei ¼ <e
XN�1

n¼1

R�
i ðnÞ Riðn þ 1Þ � Riðn � 1Þ½ �

( )
: (44)

Fig. 12. Accuracy of frequency estimates versus SNR for S&C and M&M algorithms.

Fig. 13. Closed-loop structure to track residual CFO.
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A similar method with improved performance is proposed
in [33], which employs the following error signal:

ei ¼ <e
XN�1

n¼1

R�
i ðnÞ Riðn þ 1Þ � Riðn � 1Þ½ �

1 þ � RiðnÞj j2

( )
(45)

where � is a design parameter related to the operating

SNR.

Examples of time-domain methods are provided in [28]

and [29], where the phase shift between the CP and the
last Ng samples of each block is used as an indicator of the

residual frequency offset. The resulting error signal is

given by

ei ¼
1

Ng
=m

X�1

m¼�Ng

xiðm þ NÞx�i ðmÞ
( )

(46)

where xiðmÞ ð�Ng � m � �1Þ are samples taken from the

CP of the ith received block. It is worthwhile to point out

that error signals in (44)–(46) result in blind schemes that

do not exploit any pilot symbols embedded into the
transmitted data stream.

V. FUNDAMENTALS OF OFDMA UPLINK

A. Uplink Transmitter
We now consider an OFDMA uplink scenario where M

users transmit their signals to a central BS. The discrete-

time block diagram of the mth transmitter is sketched in

Fig. 14 and is basically similar to the downlink transmitter

of Fig. 1. The main difference is that, while the downlink

signal conveys information for all active users, in the

uplink each terminal only transmits its own data.

Transmission occurs in a block-wise fashion, where each

block bm;i of P information symbols is fed to the CAS unit
and mapped over the P subcarriers assigned to the

considered user. This produces the N-dimensional vector

dm;i of frequency-domain samples, whose entries dm;iðnÞ
are the same given in (1). After an IDFT operation and the

insertion of an Ng-point CP, each dm;i is transformed into

the corresponding block of time-domain samples, which

are expressed by

sm;iðkÞ ¼
1ffiffiffi
N

p
PN�1

n¼0 dm;iðnÞ
� ej2�nk=N; if �Ng � k � N � 1,

0; otherwise.

8<: (47)

The mth discrete-time uplink signal results from the

concatenation of several blocks of time-domain samples

and may be written as

sðTÞm ðkÞ ¼
X

i

sm;iðk � iNTÞ: (48)

B. Synchronization Policy
A peculiar feature of the uplink system is that each

transmitted signal propagates through a different multi-

path channel and is received at the BS with distinct

timing and frequency offsets. This makes uplink syn-

chronization a rather difficult task. To alleviate this
problem, it is a common practice to adopt a particular

synchronization policy where timing and frequency

estimates computed by each terminal during the down-

link phase are used not only to detect the downlink

data stream, but also as synchronization references for

uplink transmission. Even with this approach, however,

residual timing and frequency errors may still be

present on the uplink signals arriving at the BS. To
see how this happens, we use TB ¼ NTTs to denote the

length of the cyclically extended OFDMA blocks and

Fig. 14. Block diagram of mth OFDMA uplink transmitter.
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assume that the BS starts to transmit the ‘th downlink
block at time t ¼ ‘TB ð‘ ¼ 0; 1; 2; . . .Þ and carrier fre-

quency f0. The block is then received by user m at time

t ¼ ‘TB þ �m and frequency f0 þ�fm, where �m and

�fm are the propagation delay and Doppler shift of the

considered user, respectively. They can be expressed by

�m ¼ Dm

c
(49)

�fm ¼ f0vm

c
(50)

where c is the speed of light, vm is the speed of the mth
mobile terminal, and Dm is the distance between the

considered terminal and the BS. As mentioned previously,

each user tries to align its uplink signal to the BS time and

frequency scales by exploiting synchronization informa-

tion obtained during the downlink phase. In particular, the

mth user transmits its uplink blocks at time t ¼ iTB þ �m

ði ¼ 0; 1; 2; . . .Þ and frequency f0 þ�fm þ F, where F is

the nominal separation between the uplink and downlink
frequency bands (clearly, F ¼ 0 in time-division-duplex

systems). On the other hand, as a consequence of the

propagation delay and Doppler shift, the BS receives

blocks at time iTB þ 2�m and frequency f0 þ 2�fm þ F,

which results in uplink timing and frequency errors of 2�m

and 2�fm, respectively.

Intuitively speaking, the adoption of the policy

described above may greatly alleviate the uplink synchro-
nization problem since frequency and timing offsets are

expected to be much smaller than those encountered in a

completely asynchronous system, where uplink signals are

not locked to any downlink control channel. Interestingly,

this policy makes uplink frequency synchronization even

unnecessary as long as the Doppler shift is sufficiently

smaller than the subcarrier spacing since the resulting ICI

at the receive side is negligible in this case. Moreover, in
the next section we show how timing synchronization can

be skipped as well if the CP is designed to accommodate

both the CIR duration and the two-way propagation delay

2�m. The reason is that in the latter case timing errors only

result in phase shifts at the DFT outputs and are

compensated for by the channel equalizer.

C. Uplink Signal Model
At the BS, the M incoming waveforms are implicitly

combined by the receive antenna and down-converted to
the baseband before passing to the A/D unit. The resulting

Ts-spaced samples are modeled as

rðkÞ ¼
XM

m¼1

sðRÞ
m ðkÞ þ wðkÞ (51)

where wðkÞ is the noise contribution while sðRÞm ðkÞ is the
signal component from the mth user and reads

sðRÞm ðkÞ ¼ ej2�"mk=N
XLm�1

‘¼0

hmð‘ÞsðTÞm ðk � 	m � ‘Þ (52)

where hm ¼ ½hmð0Þ; hmð1Þ; . . . ; hmðLm � 1Þ�T denotes the

discrete-time CIR of the mth user, "m represents the

frequency error (normalized to the subcarrier spacing),
and 	m ¼ intð�m=TsÞ is the integer timing offset expressed

in sampling periods. Note that the residual fractional

timing error �m � 	mTs is asborbed into the CIR and

compensated for by the channel equalizer.

In order to restore orthogonality among uplink signals,

the BS must compute estimates of 	m and "m for each

active user. A simple way to counteract the effects of the

uplink timing errors is to design the CP length to accom-
modate both the channel delay spread and the two-way

propagation delay. This leads to a quasi-synchronous sys-

tem [47] in which timing errors are incorporated as part

of the channel responses. The received samples can thus

be rewritten as

sðRÞm ðkÞ ¼ ej2�"mk=N
XL�1

‘¼0

h0mð‘ÞsðTÞm ðk � ‘Þ (53)

where h0
m ¼ ½h0mð0Þ; h0mð1Þ; . . . ; h0mðL � 1Þ�T is the mth

extended channel vector with entries h0mð‘Þ ¼ hmð‘� 	mÞ
and length L ¼ maxmfLm þ 	mg.

In practice, a quasi-synchronous system is equiv-

alent to a perfectly time-synchronized network in which

the duration of the mth CIR is artificially extended from

Lm to L. Thus, if the CP is longer than L, samples

s
ðRÞ
m;i ðkÞ ¼ sðRÞm ðk þ iNTÞð0 � k � N � 1Þ falling within the

ith DFT window are free from IBI and take the form

s
ðRÞ
m;i ðkÞ ¼ 1ffiffiffiffi

N
p ejð2�"mk=Nþ’m;iÞ

X
n2Im

H0
mðnÞdm;iðnÞej2�nk=N;

0 � k � N � 1 (54)

where ’m;i ¼ 2�"miNT=N, while H0
mðnÞ is the N-point DFT

of h0
m and reads

H0
mðnÞ ¼ e�j2�n	m=NHmðnÞ; 0 � n � N � 1 (55)
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with

HmðnÞ ¼
XLm�1

‘¼0

hmð‘Þe�j2�n‘=N: (56)

The fact that 	m only appears in the phase of H0
mðnÞ

makes quasi-synchronous systems extremely appealing

since timing errors can be compensated for by the channel

equalizer. Timing recovery is thus unnecessary and the BS
has only to estimate frequency offsets "m. Clearly, the price

for this simplification is a certain loss of efficiency due

to the extended CP length that accommodates both the

two-way propagation delay and the CIR duration. To

keep the loss to a tolerable level, the CP must be main-

tained within a short fraction of the block length. This

poses an upper limit to the maximum tolerable prop-

agation delay and, ultimately, to the maximum distance
between users’ terminals and the BS receiver.

VI. TIMING AND FREQUENCY
ESTIMATION FOR UPLINK
TRANSMISSIONS

Multiuser uplink synchronization is, in general, a difficult

task that presents a drastically different outlook from the
corresponding downlink situation. The main reason is that

uplink signals transmitted by distinct users are character-

ized by different timing and frequency offsets and,

accordingly, the BS has to estimate much more parameters

than in the downlink. A second difficulty is related to how

timing and frequency estimates are used to restore

orthogonality among uplink signals. In downlink transmis-

sions, frequency correction is easily achieved by counter-
rotating time-domain samples at an angular speed

2�b"m=N, while timing adjustment is accomplished by

shifting the DFT window by b	m sampling intervals.

Unfortunately, these methods do not apply to an uplink

scenario because uplink signals are affected by different

synchronization errors and the correction of one user’s

time and frequency offset would misalign other initially

aligned users.
In this section, we concentrate on the problem of

timing and frequency estimation for OFDMA uplink

transmissions. Since the resulting algorithms are closely

related to the adopted carrier assignment strategy, in what

follows we distinguish between systems employing sub-

band, interleaved, or generalized CAS. The use of

estimated synchronization parameters to restore orthogo-

nality among subcarriers is the subject of Section VII.

A. Timing and Frequency Estimation
With Subband CAS

In OFDMA systems with subband CAS, groups of P
contiguous subcarriers (subbands) are exclusively assigned

to active users as illustrated in Fig. 1(a). In the presence of

frequency errors, subbands of distinct users are differently
shifted in the frequency domain from their nominal

positions and, in consequence, subcarriers located at the

edges of a given group may experience significant ICI.

To mitigate this problem, a specified number of un-

modulated subcarriers is typically inserted among sub-

bands to provide adequately large guard intervals.

Assigning groups of adjacent subcarriers to each user

simplifies the synchronization task to a large extent.
Actually, if the frequency offsets are adequately smaller

than the guard intervals, users’ signals can easily be

separated at the BS by passing the received samples

through a bank of digital band-pass filters, each selecting

one subband. As shown in Fig. 15, the filtering operation

allows the BS to perform timing and frequency estimation

independently for each active user. Clearly, perfect users’

separation cannot be achieved in practice since this would
require ideal brickwall filters and/or large guard intervals.

Hence, the output from the filter tuned on the mth

subband can be written as

xmðkÞ ¼ sðRÞ
m ðkÞ þ ImðkÞ þ wmðkÞ (57)

where sðRÞm ðkÞ is the mth received uplink signal as given in

(52), wmðkÞ is thermal noise, and ImðkÞ accounts for

interference arising from imperfect users’ separation.

Intuitively, estimates of 	m and "m can be obtained from

xmðkÞ by applying the same methods used in downlink

transmissions. One possibility is to adopt the method
discussed in [29], which exploits the correlation induced

on xmðkÞ by the use of the CP. This leads to the following

timing and frequency estimates:

b	m ¼ argmax
~	

�mðe	Þ��� ���n o
(58)

b"m ¼ 1

2�
arg �mðb	mÞ

n o
(59)

Fig. 15. Uplink timing and frequency estimation in OFDMA system

with subband CAS.
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where

�mðe	Þ ¼ X~	�1

k¼~	�Ng

xmðk þ NÞx�mðkÞ (60)

is the N-lag autocorrelation of sequence xmðkÞ. A slightly

modified version of this algorithm is presented in [48],

where it is shown that the estimator’s performance de-

pends heavily on the number of subcarriers in one subband

and deteriorates as this number becomes smaller due to

the increased correlation among samples xmðkÞ. The ac-

curacy of the timing and frequency estimates can be
improved by averaging �mðe	Þ over Q successive blocks.

This yields a new metric

�mðe	Þ ¼ XQ�1

q¼0

�mðe	þ qNTÞ (61)

which is used in (58) and (59) in place of �mð	Þ.
An alternative scheme to obtain estimates of 	m and "m

from xmðkÞ is discussed in [47]. This method exploits un-

modulated (virtual) subcarriers inserted in each subband

and updates timing and frequency estimates until the

energy of the DFT outputs corresponding to virtual carriers

achieves a minimum. Mathematically, we have

ðb	m; b"mÞ ¼ arg min
ð~	m;~"mÞ

Jðe	m; e"mÞ
n o

(62)

where e	m and e"m represent trial values of 	m and "m,

respectively, and the cost function Jðe	m; e"mÞ is propor-

tional to the average energy of the time- and frequency-

corrected samples xmðk þ e	mÞe�j2�e"mk=N falling across

virtual carriers. The main drawback of this method is
that the minimization problem in (62) requires a

complicated 2-D grid search over the set spanned by e	m

and e"m.

As mentioned before, the subband CAS offers the

possibility of separating signals from different users

through a simple filter bank even in a completely

asynchronous scenario with arbitrarily large timing errors.

On the other hand, grouping subcarriers together prevents
the possibility of optimally exploiting the inherent

diversity offered by the multipath channel. The adoption

of an interleaved CAS can provide users with some form

of frequency diversity. However, this strategy greatly

complicates the synchronization task.

B. Timing and Frequency Estimation With
Interleaved CAS

In OFDMA systems with interleaved CAS, each user

modulates an exclusive set of P subcarriers which are

uniformly spaced in the frequency domain at distance R
as shown in Fig. 1(b). This makes users’ separation a

challenging task as compared to subband transmissions.

The reason is that, in the presence of frequency errors,

users’ signals partially overlap in the frequency domain
and cannot simply be isolated through a filter bank.

However, the interleaved CAS provides uplink signals

with a special periodic structure that can effectively be

exploited for the synchronization purpose. Since the

joint estimation of all synchronization parameters in an

interleaved OFDMA system appears a formidable prob-

lem, we consider a quasi-synchronous scenario and limit

our attention to the frequency estimation problem for
the time being. A method for estimating timing offsets

of all users will be discussed later.

We denote Im ¼ fim þ pR; 0 � p � P � 1g the index-

es of subcarriers assigned to the mth user, where im may be

any integer in the interval ½0; R � 1�. Then, we see from

(54) that samples s
ðRÞ
m;i ðkÞ of the mth uplink signal within

the ith DFT window can be rewritten as

s
ðRÞ
m;i ðkÞ ¼ 1ffiffiffiffi

N
p ej2��mk=P

XP�1

p¼0

�m;iðpÞej2�pk=P (63)

where

�m;iðpÞ ¼ ej’m;i H0
mðim þ pRÞdm;iðim þ pRÞ (64)

is an amplitude- and phase-distorted version of the pth data

symbol and �m is defined as

�m ¼ im þ "m

R
: (65)

Equation (63) shows that

s
ðRÞ
m;i ðkÞ ¼ ej2��m‘s

ðRÞ
m;i ðk þ ‘PÞ (66)

which indicates that any OFDMA block has a periodic

structure that repeats every P samples. As anticipated, this

property reveals useful for the synchronization purpose.
In particular, it has been used in [49] to derive a

frequency estimation scheme based on the principle of
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multiple signal classification (MUSIC) [50]. The resulting
procedure can be summarized as follows.

1) Let riðkÞ ¼ rðk þ iNTÞ ðk ¼ 0; 1; . . . ;N � 1Þ be

the received samples within the ith DFT window

and arrange them into the following R � P matrix:

Gi ¼

rið0Þ � � � riðP � 1Þ
riðPÞ � � � rið2P � 1Þ
..
. . .

. ..
.

riðN � PÞ � � � riðN � 1Þ

26664
37775: (67)

2) Compute the R � R sample-correlation matrix

Qi ¼
1

P
GiG

H
i : (68)

3) Determine the noise subspace by finding the

R � M smallest eigenvalues of Qi and arrange the

corresponding eigenvectors into an R � ðR � MÞ
matrix denoted by Ui.

4) Compute estimates fb�mgM
m¼1 of quantities �m by

locating the M highest peaks of the following

metric:

�ðe�Þ ¼ 1

UH
i aðe�Þ��� ���2 (69)

where aðe�Þ ¼ ½1; ej2�~�; ej4�~�; . . . ; ej2�ðR�1Þ~��T .

5) Use quantities fb�mgM
m¼1 to obtain frequency

estimates by

b"m ¼ R � b�m � im; 0 � m � M � 1: (70)

In the following discussion, this structure-based

algorithm is referred to as the Cao–Tureli–Yao (CTY)

estimator. Its main advantage is that it provides estimates

of users’ CFOs in the absence of any training block or

pilot sequence. The only requirement is that CFOs must

be confined within half the subcarrier spacing since

otherwise the intervals spanned by quantities �m partially

overlap and in such a case it would be difficult to match

each b�m with the corresponding user.

It is shown in [49] that the accuracy of CTY degrades

as the number of active users approaches the number of

available subchannels. A simple way to improve the

system performance is to enlarge the observation window

to comprehend a specified number I of adjacent OFDMA
blocks. In this case, the CTY proceeds as indicated earlier

except that the sample correlation matrix Qi is now
computed as

Qi ¼
1

PI

XiþI�1

k¼i

GkG
H
k : (71)

A major assumption for the application of CTY is that
the OFDMA uplink signals are quasi-synchronous. As

mentioned earlier, this poses an upper limit on the

maximum distance between the BS and mobile terminals

and may prevent the use of CTY in a number of ap-

plications. A possible solution to this problem relies on

the transmission of suitable training blocks placed at the

beginning of the uplink frame, which are exploited for

synchronization as well as channel estimation purposes.
These blocks are preceded by relatively long CPs com-

prising both the channel delay spread and the two-way

propagation delay. In this way, during the training period,

uplink signals are quasi-synchronous and CTY can be used

for frequency estimation. To reduce unnecessary over-

head, however, it is desirable that data blocks have a

shorter prefix (only a bit longer than the channel re-

sponse duration). In this case, accurate knowledge of the
timing offsets is necessary to align all users in time and

avoid IBI over the data section of the frame. A simple way

to get timing estimates is based on knowledge of users’

channel responses. This method is now explained by

reconsidering the mth extended channel vector h0
m de-

fined in Section V-C. Recall that

h0
m ¼ 0T

	m
hT

m 0T
L�	m�Lm

h iT

(72)

where hm ¼ ½hmð0Þ; hmð1Þ; . . . ; hmðLm � 1Þ�T is the mth

channel response. Assume that an estimate of h0
m, say bh0

m,

has been computed by exploiting training blocks placed at

the beginning of the uplink frame. Then, it is intuitively
clear from (72) that an estimate of 	m can be obtained by

looking for the maximum of the energy of bh0
m over a

sliding window of length Lm. This is tantamount to setting

b	m ¼ argmax
~	

X~	þLm�1

‘¼~	

bh 0
mð‘Þ

��� ���2( )
(73)

where bh 0
mð‘Þ is the ‘th entry of bh0

m.

C. Frequency Estimation With Generalized CAS
The generalized CAS is a dynamic resource allocation

scheme in which the BS exploits knowledge of users’

channel responses to assign the best subcarriers that are

currently available. This allocation strategy is more flexible
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than the subband or interleaved CAS and provides the
system with some form of multiuser diversity [51] since a

subcarrier that is in a deep fade for one user may exhibit a

relatively large gain for another. On the other hand, the

absence of any rigid structure in the allocation policy

makes the synchronization task even more challenging

than with interleaved CAS.

One of the first synchronization schemes for OFDMA

systems with generalized CAS was proposed by Morelli in
[52]. This method employs the ML principle to compute

estimates of the timing and frequency offsets of a new user

entering the network. Unfortunately, it relies on the fact

that other users have already been acquired and aligned

to the BS references, an assumption that may be too

stringent in practical applications. Alternative ML-based

synchronization schemes for generalized CAS are

described in [53] and [54]. Here, timing and frequency
estimates are obtained on the basis of a training block

which is transmitted by each user at the beginning of the

uplink frame. These methods are now reviewed over a

quasi-synchronous scenario wherein the CP of the training

block is sufficiently long to comprehend both the channel

delay spread and propagation delays incurred by users’

signals. Since in this case timing information can be

achieved as indicated in (73), in the following we only
concentrate on the joint ML estimation of the channel

responses and frequency errors. For notational simplicity,

the block index i is omitted in all subsequent derivations.

We denote pmðnÞ ðn 2 ImÞ the pilot symbols transmit-

ted by the mth user during the training block. Then, from

(47), we may write the corresponding time-domain

samples as

smðkÞ ¼ 1ffiffiffiffi
N

p
X
n2Im

pmðnÞej2�nk=N; �Ng � k � N � 1:

(74)

At the BS receiver, the CP is removed and the remaining

samples are given by

rðkÞ ¼
XM

m¼1

ej2�"mk=N
XL�1

‘¼0

h0mð‘Þsmðk � ‘Þ þ wðkÞ;

0 � k � N � 1 (75)

where h0
m ¼ ½h0mð0Þ; h0mð1Þ; . . . ; h0mðL � 1Þ�T is the mth

extended channel vector and wðkÞ is a noise term.

Collecting the received samples into an N-dimensional

vector r ¼ ½rð0Þ; rð1Þ; . . . ; rðN � 1Þ�T , we can rewrite (75)

into the equivalent form

r ¼
XM

m¼1

rm þw (76)

where w ¼ ½wð0Þ;wð1Þ; . . . ;wðN � 1Þ�T is the noise vec-
tor and

rm ¼ Dð"mÞSmh
0
m (77)

is the signal component from the mth user. In (77),

Dð"mÞ ¼ diag 1; ej2�"m=N; . . . ; ej2�ðN�1Þ"m=N
n o

(78)

is a diagonal matrix and Sm is an N � L matrix with

known entries ½Sm�k;‘ ¼ smðk � ‘Þ for 0 � k � N � 1 and

0 � ‘ � L � 1.
In principle, the received vector r could be exploited

to get joint ML estimates of frequency offsets and

channel responses of all active users. As shown in [53],

however, the exact solution to this problem turns out to

be too complex for practical purposes as it involves a

grid-search over a multidimensional domain. An efficient

method to recursively approach the ML solution is the

space-alternating projection expectation-maximization
(SAGE) algorithm [55]. Similarly to the well known

EM algorithm [56], this technique operates in an it-

erative fashion where the original measurements are

replaced with some complete data set from which the

original measurements can be obtained through a many-

to-one mapping. The SAGE algorithm alternates between

an E-step, calculating the log-likelihood function of the

complete data, and an M-step, maximizing that expecta-
tion with respect to unknown parameters. At any

iteration, parameter estimates are updated and the pro-

cess continues until no significant changes in the up-

dates are observed.

In [53] and [54], the SAGE algorithm is applied to

the signal model (76), (77) to compute estimates of "m

and h0
m for m ¼ 1; 2; . . . ;M. The resulting procedure

consists of iterations and cycles. An iteration is made of
M cycles, where each cycle updates the parameters of a

single user while keeping those of the others at their

latest updated values. To show the idea, we call b" ð jÞ
m andbh0ðjÞ

m the estimates of "m and h0
m after the jth iteration,

respectively, and assume that some initial estimates b" ð0Þm

and bh0ð0Þ
m are available at the BS. The latter are

exploited to compute the following M vectors, one for

each user:

br ð0Þ
m ¼ D b" ð0Þm

�  
Sm

bh0ð0Þ
m ; 1 � m � M: (79)
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Then, during the mth cycle of the jth iteration, the SAGE
algorithm proceeds as follows.

1) E-step: Compute

yð jÞ
m ¼ r�

Xm�1

k¼1

brð jÞ
k �

XM

k¼mþ1

br ð j�1Þ
k (80)

where a notation of the type
Pu

‘ is zero whenever

u G ‘.
2) M-step: Compute estimates of "m and h0

m by

locating the minimum of the following cost

function:

� e"m; eh0
m

�  
¼ yð jÞ

m �Dðe"mÞSm
eh0

m

��� ���2

(81)

with respect to e"m and eh0
m. This yields

b" ð jÞ
m ¼ argmax

~"m

SmS
y
mD

Hðe"mÞyð jÞ
m

�� ��2
n o

(82)

bh0ð jÞ
m ¼Sy

mD
H b" ð jÞ

m

�  
yð jÞ

m (83)

where Sy
m ¼ ðSH

mSmÞ�1SH
m is the Moore–Penrose

generalized inverse of Sm. The estimated para-

meters are used to obtain the following vector:

br ð jÞ
m ¼ D b" ð jÞ

m

�  
Sm

bh0ðjÞ
m (84)

which is then exploited in the E-step of the next
cycle or iteration.

A physical interpretation of (81) is as follows. From

(76) and (77), we see that the signal component in r
results from the contributions rk of several users

ð1 � k � MÞ, each depending on a specific set of pa-

rameters ð"k;h
0
kÞ. If all these sets were known except for

ð"m;h
0
mÞ, the contributions of users with indexes k 6¼ m

could be subtracted from r, yielding a MAI-free vector

ym ¼ r�
X
k 6¼m

rk: (85)

Then, we should estimate ð"m;h
0
mÞ based on the

observation of ym. In practice, ym is not available at the

receiver so that we are compelled to replace it with a

suitable estimate yð jÞ
m as indicated in (80), which can be

rewritten as

yð jÞ
m ¼ Dð"mÞSmh

0
m þ im þw (86)

where im is a disturbance term that accounts for imperfect

cancellation of interfering signals. Vector yðjÞ
m is used in

place of true ym to get estimates of unknown quantities

ð"m;h
0
mÞ. By ignoring the interference term in (86), the

ML estimator of ð"m;h
0
mÞ aims at minimizing the right-

hand-side of (81). Based on the above arguments, the

SAGE algorithm can be viewed as a recursive approxima-

tion to the ML estimator in which previous estimates of

synchronization parameters are exploited to cancel out

the MAI.
A possible risk associated with the use of EM-type

algorithms is that local peaks present in the likelihood

function might attract the solution toward spurious locks.

In practice, the SAGE algorithm has a higher chance to

converge to the global maximum of the likelihood function

if accurate frequency and channel estimates are used in the

initialization setp. A viable method to obtain these initial

estimates can be stated as follows. First, we compute the
N-point DFT of r and select those outputs that correspond

to the subcarriers of the mth user while putting the others

to zero. Next, we return to the time domain through an

IDFT operation and exploit the resulting samples to

compute b" ð0Þm and bh0ð0Þ
m . In doing so, we can resort to the

single-user scheme discussed in [57]. Intuitively, comput-

ing the DFT of r and forcing subcarriers allocated to

interfering users to zero helps mitigate the MAI effect.

D. Computational Complexity
We now assess the complexity of the timing and

frequency synchronization schemes discussed in previous

sections. We begin with the method proposed in [48] for

subband CAS, which evaluates the timing metrics

f�mðe	ÞgM
m¼1 in (60) over a number N	 of possible timing

errors e	. Since computing each �mðe	Þ needs approximately

Ng operations, the overall computational requirement is

OðNgMN	Þ. As indicated by (59), frequency estimation

comes for free once the quantities f�mðe	Þg have been

computed over all candidate values e	.

Next, we consider the CTY frequency estimator for

interleaved CAS. The eigen-decomposition of the sample-
correlation matrix Qi involves OðR3Þ operations, whereas

it takes approximately OðR2Þ operations to obtain the

metric �ðe�Þ given in (69). Denoting by N" the number of

candidate frequency offsets (which equals the number of

candidate values e�) and observing that, in general, we have

N" 9 R, the overall complexity of CTY turns out to be
OðR2N"Þ.

We finally move our attention to the SAGE-based

method for joint frequency and channel estimation with a
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generalized CAS. For presentational simplicity, we omit
the calculations required to get the initial estimates

fbr ð0Þ
m ; "̂ð0Þm ; bh0ð0Þ

m g and assume that Sy
m has been precom-

puted and stored in the receiver. Thus, according to (82)

and (83), we see that each cycle needs Oð2LNN"Þ and

OðLNÞ operations to update b" ðjÞ
m and bh0ðjÞ

m , respectively. This

results into an overall complexity of OðLNMð2N" þ 1ÞÞ per

SAGE iteration. These figures indicate that the SAGE

estimator is by far the most computationally demanding
among all the considered schemes.

VII. TIMING AND FREQUENCY OFFSET
COMPENSATION IN UPLINK
TRANSMISSIONS

Once the uplink timing and frequency offsets have

properly been estimated, they are employed by the BS to
restore orthogonality among users’ signals. This operation

is known as timing and frequency correction, which is the

final stage of the overall synchronization process. As

mentioned before, timing and frequency correction in the

uplink cannot be achieved with the same methods

employed in the downlink since the alignment of one

specific user would misalign all the others. A first solution

to this problem was presented in [48], where estimates of
users’ offsets are returned to active terminals via a down-

link control channel and exploited by each user to properly

adjust its transmitted signal. More recently, advanced

signal processing techniques have been proposed to com-

pensate for synchronization errors directly at the BS. These

schemes are largely inherited from the multiuser detection

area and avoid the need for any exchange of side in-

formation between the BS and active terminals.
For the rest of this section, we first concentrate on

the problem of timing and frequency correction for

OFDMA systems with subband CAS. Then, we show how
linear multiuser and interference cancellation schemes

may be employed for frequency correction with a gen-

eralized CAS.

A. Timing and Frequency Compensation With
Subband CAS

An appealing feature of subband CAS is that signals’

separation at the BS is easily accomplished through a bank
of bandpass filters. The receiver can thus estimate and

correct synchronization errors independently for each user

as shown in the block diagram of Fig. 16. Here, the output

xmðkÞ from the filter tuned on the mth subband is exploited

to get estimates b	m and b"m of the timing and frequency

offsets using one of the methods described in Section VI-A.

The estimated parameters are then employed to correct

synchronization errors in a way similar to conventional
OFDM systems. In particular, the samples xmðkÞ are mul-

tiplied by the exponential term e�j2�k"̂m=N to compensate

for the CFO while the timing estimate b	m is used to select

N samples that are next processed by the DFT unit.

A possible shortcoming of the receiver architecture of

Fig. 16 is that perfect signals’ separation is not possible

even with ideal brick-wall filters due to the frequency

leakage among adjacent subbands caused by synchroniza-
tion errors. In such a case, some residual MAI will be

present at the output of each DFT unit. In addition, a

distinct N-point DFT operation is required for each active

user. Since the computational load of the DFT represents a

major concern for system implementation, the receiver

structure of Fig. 16 may be too complex in practical sit-

uations where the number M of users and/or the number N
of subcarriers are relatively large.

A certain reduction of complexity can be obtained by

employing the frequency correction scheme proposed by

Fig. 16. Timing and frequency synchronization in OFDMA uplink receiver with subband CAS.
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Choi–Lee–Jung–Lee (CLJL) in [58] as depicted in Fig. 17.

This solution avoids the need for multiple DFT operations
but cannot perform timing adjustment. Thus, it can only

be applied to a quasi-synchronous scenario where timing

correction is unnecessary.

To explain the rationale behind CLJL, we reconsider

the N received samples riðkÞ ð0 � k � N � 1Þ belonging to

the ith DFT window, which can be written as

riðkÞ ¼
XM

m¼1

zm;iðkÞej2�"mk=N þ wiðkÞ; 0 � k � N � 1

(87)

where wiðkÞ is thermal noise and zm;iðkÞ is the multipath

distorted version of the mth user signal of the follow-

ing form:

zm;iðkÞ ¼ 1ffiffiffiffi
N

p ej’m;i

X
n2Im

H0
mðnÞdm;iðnÞej2�nk=N;

0 � k � N � 1 (88)

with ’m;i ¼ 2�"miNT=N.

For convenience, we collect the N-point DFT of se-

quences riðkÞ, zm;iðkÞ, and wiðkÞ into three N-dimensional

vectors Ri, Zm;i, and Wi, respectively. In the following,
index i is omitted for notational simplicity. Since a mul-

tiplication in the time domain corresponds to a circu-

lar convolution in the frequency domain, we have from

(87) that

R ¼
XM

m¼1

Zm �Cð"mÞ þW (89)

where Cð"mÞ is the N-point DFT of fej2�"mk=N; 0 �
k � N � 1g and � denotes the N-point circular convolu-
tion. The entries of Zm can be derived from (88) as

ZmðnÞ ¼ ej’m H0
mðnÞdmðnÞ; if n 2 Im

0; otherwise.

�
(90)

We see that Zm represents the contribution of the mth

uplink signal to the DFT output in the absence of any

interference caused by frequency offsets. Thus, the pur-
pose of the frequency synchronization scheme is to recover

fZmgM
m¼1 from the observation of R. The CLJL scheme

achieves this goal in two steps. First, it computes the

N-dimensional vectors fXmgM
m¼1, where each Xm is

obtained by selecting the entries of R with indexes

n 2 Im while forcing the others to zero. Mathematically,

this is equivalent to setting Xm ¼ PmR, where Pm is a

diagonal matrix whose ðn; nÞth entry is unitary if n 2 Im

and is zero otherwise. In practice, Pm acts as a bandpass

filter which serves to isolate the contribution of the mth

uplink signal at the DFT output. Clearly, perfect signal

separation is not possible since the uncompensated CFOs

produce some frequency leakage among users’ subbands.

By ignoring for simplicity the effect of the frequency

leakage and based on (89), we have

Xm � Zm �Cð"mÞ þWm (91)

where Wm ¼ PmW is the noise contribution. The second

step of CLJL is to get an estimate of Zm from Xm. For this

purpose, we observe that Zm �Cð"mÞ �Cð�"mÞ ¼ Zm

and recall that the nth entry of Zm is zero for n 62 Im as

Fig. 17. Frequency correction by means of circular convolutions at DFT output.
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indicated in (90). Then, from (91), it follows that an
estimate of Zm can be obtained in the form

bZm ¼ Pm Xm �Cð�b"mÞ½ � (92)

where Cð�b"mÞ collects the N-point DFT of sequence

fe�j2�"̂mk=N; 0 � k � N � 1g. Substituting (91) into (92)

and assuming ideal frequency estimation (i.e., b"m ¼ "m),

we get

bZm ¼ Zm þPm Wm �Cð�b"mÞ½ � (93)

which indicates that bZm is unbiased and, apart from

thermal noise, is free from interference. In practice,

however, nonideal frequency compensation and imper-
fect users’ separation give rise to some residual ICI and

MAI on bZm, thereby leading to some performance

degradation with respect to the ideal setting described

by (93).

B. Frequency Compensation Through
Interference Cancellation

The CLJL scheme discussed in the previous section is

only suited for an OFDMA system with subband CAS. The

reason is that the bank of matrices Pm ð1 � m � MÞ in

Fig. 17 can provide accurate users’ separation as long as the
subcarriers of a given user are grouped together and suf-

ficiently large guard intervals are inserted among adjacent

subchannels. When used in conjunction with an interleaved

or a generalized CAS, however, the CLJL cannot signifi-

cantly reduce the MAI induced by frequency errors. In this

case, alternative approaches must be resorted to. One pos-

sibility is offered by the concept of multiuser detection [59].

The latter was originally developed for the joint demodu-
lation of mutually interfering data streams and includes

linear as well as interference cancellation (IC) architec-

tures. In this section, we show how the IC concept can be

applied to CLJL to reduce any residual interference present

on bZm. The resulting scheme has been derived by Huang

and Letaief (HL) in [60] and operates in the following

iterative fashion, where bZð jÞ
m is the mth restored signal after

the jth iteration.

1) Initialization: Use the CLJL vectors defined in

(92) as initial estimates of fZmgM
m¼1, i.e.,

bZð0Þ
m ¼ Pm ðPmRÞ �Cð�b"mÞ½ �; 1 � m � M:

(94)

2) jth iteration ð j ¼ 1; 2; . . .Þ: For each active user
ðm ¼ 1; 2; . . . ;MÞ, perform interference cancella-

tion in form of

eZð jÞ
m ¼ R�

XM

k¼1;k 6¼m

bZð j�1Þ
k �Cðb"kÞ; 1 � m � M (95)

and then compensate for "m in a way similar to

CLJL

bZð jÞ
m ¼ Pm Pm

eZð jÞ
m

�  
�Cð�b"mÞ

h i
; 1 � m � M: (96)

As indicated in (95), at each iteration the contribution

of interfering users is regenerated and subtracted from

the original DFT output R. The expurgated vectors eZð jÞ
m

are then used to obtain the restored signals bZð jÞ
m according

to (96). In this respect, the HL can be regarded as a

parallel interference cancellation (PIC) scheme. Howev-
er, in contrast to other IC-based frequency compensation

methods existing in the literature [61], HL does not

exploit any data decision and, in consequence, is not

plagued by the error propagation phenomenon. Simula-

tion results reported in [60] indicate that HL exhibits a

significant advantage over CLJL after just a few iterations.

In particular, its increased robustness against ICI and

MAI makes it suited for any CAS.

C. Frequency Compensation Through Linear
Multiuser Detection

Linear multiuser detection can be used as an alterna-

tive to the IC concept to mitigate interference arising

from uplink CFOs. An example in this sense is provided

by Cao–Tureli–Yao–Honan (CTYH) in [62]. Their

method is suitable for any CAS but can only be applied

to a quasi-synchronous scenario where signals are time

aligned within the CP and no IBI is present.
The CTYH aims at restoring orthogonality among users

by applying a linear transformation to the DFT output R.

To see this, we return to (89) and observe that the nth

entry of R is given by

RðnÞ¼
XM

m¼1

XN�1

‘¼0

Zmð‘ÞfNð"m þ ‘� nÞ þ WðnÞ;

0�n�N � 1 (97)

where fNðxÞ was defined in (15) and Zmð‘Þ is a channel

distorted version of the symbol transmitted by the mth user
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over the ‘th subcarrier as given in (90). Equation (97)
indicates that MAI is present at the DFT output when

"m 6¼ 0 since RðnÞ is contributed by all active users in

this case. To proceed further, we use Im ¼
fqmðpÞ; 0 � p � P � 1g to denote the indexes of P
subcarriers assigned to the mth user. Then, bearing in

mind (90), we may rewrite (97) in matrix notation as

R ¼
XM

m¼1

Fmð"mÞVm þW (98)

where W is the noise vector, Fmð"mÞ is an N � P matrix
with entries

Fmð"mÞ½ �n;p¼ fN "m þ qmðpÞ � n½ �;
0 � n � N � 1; 0 � p � P � 1 (99)

and Vm is a P-dimensional vector collecting the mth user’s

data multiplied by the corresponding channel frequency

response, i.e.,

½Vm�p ¼ ej’m H0
m qmðpÞ½ �dm qmðpÞ½ �; 0 � p � P � 1:

(100)

From (98), it turns out that R can also be rewritten as

R ¼ FðEÞVþW (101)

w h e r e V ¼ ½VT
1 VT

2 � � � VT
M�

T a n d FðEÞ ¼
½F1ð"1Þ F2ð"2Þ � � � FMð"MÞ�T is an N � MP matrix whose

elements are related to users’ CFOs E ¼ ½"1; "2; . . . ; "M�T .

As shown in (100), each entry of V is a channel distorted

version of a single data symbol. In this respect, V is the

vector that would be ideally present at the DFT output

in the absence of any interference and thermal noise.
Orthogonality among users’ signals is thus restored after

providing the receiver with an estimate of V. As il-

lustrated in Fig. 18, the CTYH scheme achieves this goal

by means of a linear transformation applied to R. The

estimated vector bV is then fed to the channel equalizer
and data detection unit, which provides decisions on

transmitted data symbols.

Two possible methods for computing bV are illustrated

in [62]. Based on an LS approach, the first one is

equivalent to the well-known linear decorrelating detector
(LDD) [59]

bVLDD ¼ FyðEÞR (102)

where FyðEÞ ¼ ½FHðEÞFðEÞ��1FHðEÞ is the generalized

inverse of FðEÞ. Substituting (101) into (102) yields

bVLDD ¼ Vþ FyðEÞW (103)

from which it is seen that LDD can totally suppress any

interference produced by frequency errors. However, this

result is obtained at the price of a certain enhancement of
the output noise level.

The second solution is based on the MMSE criterion

and aims at minimizing the overall effect of interference

plus ambient noise. The resulting scheme is known as the

linear MMSE detector [59] and can be written as

bVMMSE ¼ FHðEÞFðEÞ þ �2
wIMP


 ��1
FHðEÞR: (104)

Although some residual MAI may be present on bVMMSE,

the noise enhancement phenomenon is greatly reduced as

compared to LDD.

D. Computational Complexity
The timing and frequency compensation methods

discussed in the previous sections are now compared in
terms of computational complexity. We begin by consid-

ering the receiver architecture of Fig. 16, where frequency

correction is accomplished in the time domain at the

output of the filter bank. Clearly, the crux in the cal-

culations is represented by the need for M distinct DFT

operations (one for each active terminal), which results

into an overall complexity OðMN log2 NÞ.
The CLJL scheme operates in the frequency domain

and performs CFO compensation by means of M circular

convolutions as indicated in (92). Since vectors fbZmgM
m¼1

must only be computed over the P subcarriers assigned to

the considered user, OðPNÞ operations are required to

obtain each bZm. Hence, the overall computational re-

quirement is approximately OðPNMÞ. The HL scheme

improves upon CLJL by iteratively subtracting the

regenerated interference from the received signal. Inspec-
tion of (95) and (96) reveals that OðPNMÞ operations are

required at each iteration for every user. The resulting
Fig. 18. Frequency correction by means of linear transformation

applied to DFT output.
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complexity is thus OðPNM2NiÞ, where Ni is the number of

iterations.

We finally consider the CTYH scheme, which obtains

the restored signal vector after applying a linear transfor-

mation to the received frequency-domain samples. In

principle, this method requires OðN3Þ operations, even

though some computational saving is possible by taking

into account that most of the interference afflicting a given

subcarrier is caused by data symbols transmitted over

neighboring subcarriers [62].

VIII . APPLICATIONS

Although originally suggested for cable TV networks [8],
OFDMA made its first appearance in the uplink channel of
the DVB-RCT system [9]. However, the great success of
OFDMA started in 2002 when the IEEE 802.16 Working
Group recommended it as an air-interface for WMAN
applications [10]. The purpose of these systems is to
provide broadband network access to business offices as
well as residential customer premises through rooftop
antennas communicating with a central radio BS, thereby

Table 1 Physical Layer Parameters of IEEE 802.16 Wireless MAN

Fig. 19. Convergence performance of SAGE algorithm for frequency estimation.
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replacing the Blast-mile[ connection by a wireless link.
This approach offers an appealing alternative to cabled

access networks or digital subscriber line (DSL) links and

promises ubiquitous broadband access to rural or devel-

oping areas where broadband is currently unavoidable for

lack of a cabled infrastructure [63]. The typical application

of WMANs is to deliver high data rates (up to 50 Mb/s)

to fixed or portable subscriber stations (SSs) over met-

ropolitan areas with cell radii up to 25–30 km. A more
challenging situation occurs if the SS is mounted on a

moving vehicle to provide passengers with continuous

Internet connectivity.

In this section, the synchronization algorithms dis-

cussed throughout the paper are applied to a WMAN uplink

scenario inspired by the IEEE 802.16 family of standards.

The system parameters are summarized in Table 1.

As shown in the table, five transmission modes are
available where the DFT size and signal bandwidth are

suitably scaled to keep the subcarrier spacing fixed. This

scalable architecture enables large flexibility without sig-

nificant impact on the product cost [64]. Since we expect

qualitatively similar performance from each of the trans-

mission modes, we concentrate on the first mode to reduce

the computational effort and speed up the simulations.

Accordingly, the considered system has a DFT size of 128
and a signal bandwidth of 1.25 MHz, which corresponds to

112 modulated subcarriers. Unless otherwise specified, we

assume an interleaved CAS, where each user is provided

with a set of 28 subcarriers uniformly spaced over the signal

bandwidth. In this way, up to four users can simultaneously

be active on a given OFDMA block.

The channel has an exponential power delay profile

with a delay spread of 5.2 �s, as specified by the Stanford
University Interim (SUI) hilly terrain model [65]. This

corresponds to a CIR length of approximately eight

sampling periods. Observing that the CP has duration

11.2 �s, the considered system turns out to be quasi-

synchronous as long as the two-way propagation delay is

limited to 6.0 �s. As explained previously, this situation is

extremely appealing as it allows one to incorporate timing

errors into the channel response, thereby avoiding the
need for any timing adjustment. Unfortunately, the above

condition poses a limit of 900 m to the maximum dis-

tance between users’ terminals and BS receiver, which is

too stringent for WMAN applications with a coverage

range of several kilometers. In this case, timing synchro-

nization becomes unavoidable and may represent a

critical problem. With interleaved or generalized CAS,

Fig. 20. Average frequency estimates versus "1 for SAGE algorithm.
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the timing estimates can only be computed as indicated in
(73) on the basis of suitable channel estimates. The latter

are derived from dedicated training blocks equipped with

a long CP comprising both the channel delay spread and

the propagation delay. The timing estimates are next

returned to users on a downlink control channel and

exploited for timing adjustment at each mobile terminal.

The reason for adopting this strategy is that no method

has been devised so far to compensate timing errors
directly at the BS except for a system with subband CAS

(see Section VII-A). For simplicity, in the following

discussion we assume a quasi-synchronous scenario and

only concentrate on the performance of the frequency

synchronization schemes when applied to an uncoded

QPSK transmission.

Assuming a carrier frequency of 5 GHz and users’

speeds up to 50 km/h, the maximum Doppler shift is
limited to �fmax ¼ 230 Hz, and the coherence time is

given by [66]

Tcoh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

9

16� ��f 2
max

s
¼ 1:84 ms: (105)

Since the latter is much larger than the block duration,
the channel is essentially static over several blocks. For

this reason, a new channel snapshot is generated at each

simulation run and kept fixed over an entire frame.

A. Performance of Frequency Estimation Schemes
Fig. 19 illustrates the MSE of frequency estimates

obtained with the SAGE algorithm as a function of the

number of iterations Ni in case of two, three, and four
users. The latter have equal power with Eb=N0 ¼ 20 dB,

where Eb is the average received energy per bit and N0

represents the two-sided noise power spectral density. The

SAGE algorithm is initialized as indicated in [53] and the

normalized CFOs are uniformly distributed over interval

[�0.3, 0.3] and vary at each new simulation run. Without

loss of generality, we only provide results for the first user.

We see that the algorithm achieves convergence in only
two iterations and no significant gains are observed with

Ni 9 2. The average frequency estimates provided by the

SAGE algorithm are shown in Fig. 20 versus "1, assuming

that three users are present in the systems. Here, "1 is kept

fixed while "2 and "3 vary independently over the range

[�0.3, 0.3]. The ideal line Efb"1g ¼ "1 is also drawn for

Fig. 21. Accuracy of CTY and SAGE as function of Eb=N0.
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comparison. These results indicate that the SAGE

algorithm provides unbiased estimate over interval

j"1j G 0:5.

Fig. 21 compares SAGE and CTY in terms of frequency

MSE as a function of Eb=N0 in the case of three active

users. The lowest line represents the CRB for frequency
estimation in a quasi-synchronous OFDMA uplink trans-

mission as derived in [53] and is shown as a benchmark.

We see that SAGE achieves the CRB for Eb=N0 9 10 dB.

The CTY exhibits good performance at high SNR values,

yet some degradations are observed with respect to SAGE.

Fig. 22 shows the impact of residual frequency

estimation errors on the bit-error rate (BER) performance

in case of three active users. Here, we assume that the BS
performs frequency estimation whereas frequency correc-

tion is made at each user’s side based on instructions

transmitted via a downlink control channel. To take this

into account, during the data section of the frame we

replace "m by the corresponding residual error "m � b"m.

This approach is useful to highlight the BER degradation

produced by residual synchronization errors while avoid-

ing any loss that might derive from compensating CFOs
directly at the BS. Two different scenarios are considered.

The first one adopts an interleaved CAS (ICAS) with

frequency estimates provided by either SAGE or CTY. In

the second scenario, subcarriers are dynamically assigned

to active users according to the rate-craving greedy (RCG)

algorithm, which was proposed in [67] to maximize the

transmission rate of an OFDMA system. In the latter case,

only the SAGE algorithm is considered since CTY can
exclusively be used in conjunction with an interleaved

CAS. Channel estimates are computed as indicated in [53]

and exploited for ZF equalization. The ideal curves have

been obtained assuming perfect knowledge of channel

responses and frequency offsets and are shown as bench-

marks. We see that CTY is only marginally worse than

SAGE. As expected, RCG leads to a dramatic improvement

of the error rate performance as compared to ICAS. The
reason is that dynamic subcarrier assignment provides the

system with multiuser diversity, which increases the as-

ymptotic slope of the BER curves [51].

B. Performance of Frequency Correction Schemes
It was shown in Section VII that frequency correction

in the uplink can be accomplished directly at the BS using

advanced signal processing techniques like HL or CTYH.
The performance of these schemes are now assessed in a

fully loaded system where four users with equal average

Fig. 22. BER performance with frequency estimates provided by CTY and SAGE.
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power are simultaneously active. Their CFOs are modeled

as E ¼ �½1;�1; 1;�1�T , where � is a deterministic param-

eter belonging to interval [0, 0.5] and known as frequency
attenuation factor [60]. Five iterations are performed by

HL, while CTYH employs the decorrelating matrix bVLDD

given in (102).

Fig. 23 illustrates the BER versus � for Eb=N0 ¼ 20 dB.

The results have been obtained under the assumption of

perfect frequency and channel state information at the BS.

The reason is that in this way we can highlight the distinct

impact of imperfect frequency correction on the system

performance while avoiding the loss induced by inaccuracy

in the CFO estimates. The curve labeled Bideal[ has been
obtained in the absence of any synchronization error and

refers to a system where uplink signals at the DFT output

are perfectly orthogonal and no interference is thus

present. We see that the BER degrades with � due to the

increased amount of MAI. As anticipated, CTYH outper-

forms HL as it can totally suppress interference at the

expense of some noise enhancement.

Finally, Fig. 24 shows the BER of the considered
schemes versus Eb=N0 with � ¼ 0:2. In contrast with

Fig. 23, frequency correction is accomplished here using

channel estimates provided by SAGE. Again, we see that

CTYH outperforms HL. In particular, at an error rate of

10�2, the loss of CTYH with respect to the ideally

synchronized system is approximately 4 dB. As for HL, it

exhibits an error floor at high SNR values.

IX. CONCLUSION AND FUTURE WORK

An overview of the current status in the field of timing and

frequency synchronization for OFDMA applications, from

the very basics to up-to-date advances, was provided. This

research area is attracting considerable attention and sig-

nificant efforts are underway to develop new schemes with

improved performance and affordable complexity.
While synchronization techniques for downlink trans-

missions can directly be taken from the vast literature

devoted to single-user OFDM, only a few solutions are

currently available for the uplink case. The main difficulty

is that the uplink signals arriving at the BS are character-

ized by different synchronization parameters. The latter

cannot be estimated with the same methods employed in

the downlink because each user must be separated from the
others before the synchronization process can be started.

The separation method is closely related to the particular

carrier assignment scheme adopted in the system. With

Fig. 23. BER performance of HL and CTYH as function of � with Eb=N0 ¼ 20 dB in case of perfect frequency and channel state information.
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subband CAS, the uplink signals are easily separated

through a bank of bandpass filters and synchronization is
next performed independently over each separated

signal. The situation is more challenging in the presence

of an interleaved or generalized CAS. In both cases, we

showed how CFO estimates can be obtained using the

SAGE algorithm, while CTYH reveals a promising

approach to compensate the frequency errors directly at

the BS.

The most challenging task is represented by timing
synchronization, for which no effective solution is

currently available in the open literature. Extending the

length of the CP to comprehend both the channel delay

spread and the two-way propagation delay results in a

quasi-synchronous system and provides intrinsic protec-
tion against timing errors. Unfortunately, this approach

cannot be used in recently standardized wireless metro-

politan area networks. The reason is that in these

applications the cell radius may be as large as 25 km and

the propagation delay is thus comparable with the length

of the OFDMA blocks. Novel ideas must be found to solve

the timing synchronization problem in these scenarios. We

hope that the material presented in this paper may
stimulate those who are already working in the field, while

providing the necessary background to those who are

approaching this active research area. h
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