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Abstract—In this research, we first investigate the cross-layer interaction between TCP and routing protocols in the IEEE 802.11

ad hoc network. On-demand ad hoc routing protocols respond to network events such as channel noise, mobility, and congestion in the
same manner, which, in association with TCP, deteriorates the quality of an existing end-to-end connection. The poor end-to-end

connectivity deteriorates TCP’s performance in turn. Based on the well-known TCP-friendly equation, we conduct a quantitative study
on the TCP operation range using static routing and long-lived TCP flows and show that the additive-increase, multiplicative-decrease
(AIMD) behavior of the TCP window mechanism is aggressive for a typical multihop IEEE 802.11 network with a low-bandwidth-delay
product. Then, to address these problems, we propose two complementary mechanisms, that is, the TCP fractional window increment
(FeW) scheme and the Route-failure nOtification using BUIk-losS Trigger (ROBUST) policy. The TCP FeW scheme is a preventive
solution used to reduce the congestion-driven wireless link loss. The ROBUST policy is a corrective solution that enables on-demand
routing protocols to suppress overreactions induced by the aggressive TCP behavior. It is shown by computer simulation that these
two mechanisms result in a significant improvement of TCP throughput without modifying the basic TCP window or the wireless MAC

mechanisms.

Index Terms—TCP, on-demand ad hoc routing protocol, IEEE 802.11, ad hoc networks, cross-layer interaction.

1 INTRODUCTION

HE IEEE 802.11 wireless LAN is widely available these

days, whereas the multihop topology is frequently
found in ad hoc network applications such as sensor
networks, wireless mesh networks, and home/office net-
works. When being integrated, the IEEE 802.11 ad hoc
network has quite a few features different from the wired
network, for example, shared queues, half-duplex links,
channel noise, and mobility-induced effects. It has been
observed that TCP suffers from poor bandwidth utilization
and extreme unfairness in this environment, and the utility
of TCP in the multihop IEEE 802.11 network has been
seriously questioned. On the other hand, TCP is the most
dominant transport protocol that serves as a basis for many
other protocols in wired and wireless networks. Interoper-
ability with the TCP-dominant wireless or wired network is
often critical to some ad hoc network applications using
IEEE 802.11. For example, the wireless mesh network (as an
extension of the hot-spot-based wireless LAN) has to
support TCP over the multihop topology for wireless
LAN clients. Thus, it is important to work with TCP and
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improve its performance in the IEEE 802.11 ad hoc network.
This motivates our current study of TCP behavior and
related cross-layer interaction in multi-hop IEEE 802.11
networks.

Most of previous transport design for ad hoc wireless
networks was based on one common assumption. That is,
the underlying layers (that is, routing and MAC) of
wireless networks affect the transport layer at end hosts.
Thus, many efforts have been made in the intelligent
adaptation of end hosts to wireless channel errors,
varying bandwidth, routing changes, and other wireless
ad hoc networking events. TCP resets its state and
reduces the transmission rate when an end-to-end con-
nection is momentarily broken down due to the route
change in a mobile environment. This observation leads to
the window-freeze strategy, where wireless TCP resumes
its previous transmission rate without resetting the state,
if the event is not caused by congestion. To implement
this idea, TCP-ELFN [1], [2] uses an explicit link failure
notification (ELFN) from the network to distinguish
congestion from routing change in a wireless environ-
ment. ATCP [3], ADTCP [4], and ADTFRC [4] monitor the
change of end-to-end network conditions to distinguish
congestion from other network events.

Recent in-depth studies on IEEE 802.11 have revealed
more fundamental problems of multihop IEEE 802.11
networks rooted at contention-based wireless MAC.
IEEE 802.11 MAC has advanced handshaking options such
as RTS/CTS but cannot avoid signal interference in multi-
hop topologies [5], [6]. It makes the bandwidth-delay
product of multihop IEEE 802.11 networks very small. It
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was observed in [5], [7], [8], and [9] that a TCP with a
small congestion window (for example, 1 or 2 packets)
outperforms a TCP with a larger one in the IEEE 802.11 ad
hoc network. This observation led to a customized TCP for
multihop IEEE 802.11 networks. For example, Chen et al.
[10] suggested enforcing an optimal window limit based on
the hop count of an end-to-end connection, since the
bandwidth-delay product of a connection is proportional to
the hop count of the connection. Fu et al. [5] proposed a
link-layer active queue management scheme called LRED
that exploits explicit congestion notification (ECN) marking
to prevent the TCP congestion window from growing too
much. It was shown by the authors in [11] that the additive-
increase, multiplicative-decrease (AIMD) behavior of the
TCP window mechanism is too aggressive for networks of a
low bandwidth-delay product, resulting in frequent wire-
less link loss. A fractional widow increment scheme, where
the TCP congestion window grows at a fractional rate
(namely, with a <1 packets per round-trip time), was
proposed to remedy this shortcoming.

In the meanwhile, the utility of TCP and TCP
friendliness in the multihop IEEE 802.11 networks has
long been challenged [8]. When wireless ad hoc networks
are stand alone, it is possible to consider a cross-layer
design [12], where network components across layers are
closely coupled with each other. For example, Chen et al.
[13] proposed a rate-based transport design utilizing the
side information (that is, the bandwidth estimate)
from the underlying wireless link. It was suggested by
Lim et al. [14] that the wireless link layer plays a partial
role in congestion control. This approach deviates from
the traditional layered network architecture model [15]
and does not assure compatibility with TCP (for example,
TCP friendliness).

In this work, we examine this problem from a
different angle; namely, how the transport layer at end
hosts affects lower wireless network layers (for example,
routing and MAC layers). We identify an ideal condition
for IEEE 802.11 multihop networks, which facilitates our
analysis on the impact of the TCP window mechanism
on lower protocol layers. Then, we propose a couple of
simple yet effective ways to reduce the difference
between the ideal and the actual network conditions
and show a significant improvement in routing stability
and TCP performance experimentally without modifying
the basic TCP window or wireless MAC mechanisms.
Our study indicates that the TCP window mechanism is
still a viable solution for IEEE 802.11 ad hoc networks as
long as some key conditions (for example, routing
robustness) are met.

The rest of this paper is organized as follows: We
perform an in-depth investigation of cross-layer interaction
in multihop IEEE 802.11 networks and conduct a
quantitative study on the impact of TCP’s greedy behavior
using the well-known TCP-friendly equation under static
routing in Section 2. Then, we introduce two complemen-
tary solutions, namely, the TCP fractional window incre-
ment (FeW) scheme and the Route-failure nOtification
using BUIk-losS Trigger (ROBUST) policy, in Section 3. We
evaluate these two schemes via computer simulation and

is corrupted by node D

(b)

Fig. 1. Signal interference in multihop IEEE 802.11 networks. (a) Classic
hidden-terminal problem. (b) Extended hidden-terminal problem.

compare their performance with other approaches such as
ADTCP [4] and LRED [5] under various wireless network
topologies in Section 4. The performance improvement is
more evident in resource-limited environments such as
chainlike topologies or networks with crowded traffic.
Finally, concluding remarks are given and future research
directions are pointed out in Section 5.

2 OVERVIEW OF CROSS-LAYER INTERACTION

2.1 Signal Interference and 802.11 MAC

In a wireless medium, the signal is transmitted to all
directions, and it may suffer from interference due to
another node’s transmission. In a multihop topology,
IEEE 802.11 MAC cannot completely prevent the signal
interference problem, a.k.a., the extended hidden-terminal
problem [5], [6], [16]. The classic hidden-terminal problem,
as shown in Fig. 1a, occurs when the transmission range of
each node covers just a single-hop distance, thus making
nodes A and C “hidden” from each other. However, as
node B can see both of them, node B can coordinate the
transmission of hidden nodes A and C using RTS/CTS to
avoid concurrent transmission. The extended hidden-
terminal problem, as shown in Fig. 1b, occurs when there
are some other nodes beyond node B’s transmission range.
Since node D is beyond node B’s control, node D can
interfere with the RTS/CTS exchange of nodes A, B, and C.
In Fig. 1b, the interference range spans two hops, where the
signal is not strong enough to deliver meaningful data yet
strong enough to corrupt data in another’s transmission
range. Consequently, node D keeps interfering with the RTS
reception of node B when it is busy (for example, sending
data to node E or C). As node B does not respond with CTS,
node A keeps retransmitting RTS until it reaches the
maximum count (7 in IEEE 802.11) and eventually drops
the packet. In short, nodes A and D become new hidden
terminals to each other.
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Fig. 2. The multiloop cross-layer interaction model.

The extended hidden-/exposed-terminal problemreduces
the bandwidth-delay product of multihop IEEE 802.11
networks significantly [5], [6]. The bandwidth-delay
product represents the total number of unacknowledged
in-flight packets between the TCP sender and receiver,
including all packets in the queue and under transmission
in the link. The wireless link loss caused by signal
interference starts before the queue overflow, and it triggers
premature TCP reaction in reducing its sending rate.
Because of little queue buildup, the bandwidth-delay
product of multihop IEEE 802.11 networks is mostly deter-
mined by the number of packets transmitted at the wireless
link. As shown in Fig. 1b, one packet at every four hops
survives from the interference so that the bandwidth-delay
product of the network is about 1/4 of the end-to-end hop
counts [5], [6].

2.2 Multiloop Cross-Layer Interaction Model

On-demand routing protocols such as DSR [17] and
AODV [18] establish a path on demand and monitor the
path throughout the session. If the path is believed to have
failed (typically due to the wireless link loss), the protocol
performs a maintenance/rediscovery operation on the
path. On the other hand, in multihop 802.11 networks,
congestion produces the link loss rather than the queuing
loss due to the extended hidden-/exposed-terminal pro-
blem. This interferes with the route maintenance task of
the routing protocol. The whole process can be explained
by a multiloop protocol interaction model, as shown
in Fig. 2.

First, the TCP window mechanism overloads the
network and intensifies the MAC contention (in steps A
and B). The packet loss at the link layer is perceived as a
routing failure by the on-demand routing protocol (in
step C). Being confused with the routing failure, the
routing agent enters a recovery process by sending
error messages, updating and reestablishing the routing
table, and salvaging some lost packets (in step D). The
recovery process creates network traffic at the critical point
of congestion and link failure (in step E). While the
network overload is not resolved, the MAC contention loss
occurs again (in step B). Meanwhile, due to the routing
failure, the TCP connection is interrupted (in step F) and

then times out (in step G). Since there is no external
packet entering the network during this period, the
network overload is reduced, and the routing and
MAC functions are recovered. However, after time out,
TCP restarts (in step H) and overloads the network again
(in step A).

Basically, Fig. 2 represents the lack of a coordination in
sharing resources between transport and on-demand
routing protocols. TCP, by nature, tries to take the
available network bandwidth as much as possible. Due
to the contention-based 802.11 MAC, TCP’s greedy
behavior leaves little that might otherwise be used for
the other critical functions in different layers (for
example, routing maintenance here). MAC and on-
demand routing protocols suffer from the lack of network
resources at the critical moment when they are most
needed. TCP’s greedy behavior leads to the severe
instability of the whole network, which hurts TCP
performance in return.

In Fig. 2, it is only between steps H and A (that is, before
network overloading) that TCP is given a quality end-to-
end connection. The inner loop (formed by steps B, C, D,
and E) is self-sustaining in the sense that the routing
recovery attempt induced by the link failure results in
another link failure. For a network with a long end-to-end
hop distance, there could be multiple points of link failure,
and the full path may not be easily recovered until the
network load goes well below its capacity. While the inner
loop repeats, the network remains unstable unless a proper
action is taken elsewhere (for example, end hosts) to reduce
the network load.

2.3 On-Demand versus Static Routing

In this section, we examine the multiloop cross-layer
interaction model using the NS-2 simulator (version 2.29)
[19]. It is well known that NS-2 uses the so-called “capture
threshold” model for modeling interference. This model is
known to be inaccurate, and in particular, it accounts for
interferers one at a time, rather than cumulatively, which is
the case in a practical single-antenna system. However, this
shortcoming may be as severe in our current work since any
interference model that produces “link loss” events should
suffice to illustrate the interaction of TCP and ad hoc
routing protocols.

The data rate of the wireless channel was 2 Mbps, and
the radio propagation model was the two-ray ground
model with a transmission range of 250 m, a carrier sensing
range of 550 m, and an interference range of 550 m. We
considered two routing settings: 1) a preconfigured static
routing protocol and 2) the DSR protocol [17], which serves
as an example of the on-demand routing protocol. With the
static routing protocol, routing tables and paths do not
change, and each node simply forwards packets along a
preconfigured path. For the 7 x 7 grid topology, as shown
in Fig. 3a, the static path is configured to be the shortest
path (of six hops) between the sender and the receiver. The
bandwidth-delay product of the six-hop path is theoreti-
cally 6/4 = 1.5 packets [5], [6], and the per-flow bandwidth-
delay product is equal to 0.75 packets as two TCP flows are
tested.
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Fig. 3. lllustration of two simulation topologies. (a) 7 x 7 grid topology.
(b) Chain topology.

Fig. 4 shows the change of the path made by the
DSR protocol during a 120-second simulation session in
the 7 x 7 grid topology. There were 130 times of route
changes, whereas the shortest (six-hop-distance) path was
used only for about 50 percent of the simulation session.
This result shows severe routing instability, even though
there was neither node mobility nor wireless channel
errors. We see in Table 1 that on-demand routing yields
lower TCP throughput than the static routing. Their ratio
is 88.1 percent. As explained by our cross-layer interaction
model, this result indicates that some of the network
capacity should be reserved for other purposes such as
routing maintenance.

Fig. 5 shows the TCP congestion window changes over
time for the six-hop chain topology. With the DSR protocol,
TCP congestion avoidance is frequently interrupted. In
contrast, static routing offers a clear and smooth AIMD
pattern. In Table 1, the TCP throughput using the DSR
protocol is about 43 percent of that using static routing.
Although the overreaction of on-demand routing protocols
gives a partial reason for poor performance, the significant
difference in TCP throughput between the chain topology
and the 7 x 7 grid topology needs another explanation. That
is, the interaction between the transport and routing
protocols actually plays a critical role in the overall system
performance. It is also notable that static routing provides
an ideal condition in which TCP behaves well. This

DSR —— |

Length of route (hops)

0 20 40 60 80 100 120
Time (seconds)

Fig. 4. Routing change in the 7 x 7 grid topology.

TABLE 1
TCP Throughput in the Unit of Kilobits per Second
‘ ‘ 6-hop chain I 7x7 grid |
Routing || Flow T [ Flow 2 | Total || Flow 1 | Flow 2 [ Total |
Static 10530 | 10217 | 20747 || 89.36 | 116.86 | 202.22
DSR 4692 | 4232 | 89.24 87.59 9057 | 178.16
DSE ] 44.46% | 41.49% | 43.01% || 98.02% | 77.5% | 88.1%

motivates our quantitative study of the TCP behavior given
below.

2.4 TCP Operation Range Analysis

Since the MAC contention loss is elicited by TCP with
static routing, we examine the quantitative relationship
between the TCP window mechanism and the MAC
contention loss in 802.11 multihop networks. The TCP
congestion window defines the number of packets to be
sent at every round-trip time, and TCP is designed to adjust
its congestion window according to the bandwidth-delay
product of the network. Without loss of generality, we
assume the same size for all packets so that the bandwidth-
delay product can be expressed in terms of the number of
packets. Under the assumption of no wireless channel error,
we consider the loss perceived by the end user without
differentiating the MAC contention loss from the queue
overflow loss.

The TCP-friendly equation is a mathematical model to
characterize the steady-state TCP behavior. It describes the
TCP window averaged over a long period of time. Padhye
et al. [20] expressed the average TCP throughput as

1

X =
RTT %p+T0mm{1,3 %p}p(1+32p2)

)

where p and RTT are the loss rate and the round-trip time
based on the end-to-end observation, respectively. Tj is the
time-out parameter, and b is the delayed-acknowledgment
(ACK) factor with which the growth rate of the TCP
window at every round-trip time is AW =1/b [20]. For a
typical configuration of the TCP-friendly equation in the
TFRC protocol, we have Ty = 2RTT and b = 1. We can use
the TCP-friendly equation to calculate the average
window W by

W=X-RIT.
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TCP, DSR ----+---
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Fig. 5. The TCP behavior in the six-hop chain topology.
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Fig. 6. The TCP window and the loss rate with static routing.

By setting Ty = K - RTT and o = %, the window version of
the TCP-friendly equation can be written as

w— ! 1)

\/ep+ Krnin{l,?n /%p}p(l + 32p?)

We show the relationship between the average
window size W and the packet loss rate p measured
by (1) in Fig. 6, where several IEEE 802.11 multihop
networks were simulated. The static routing scheme was
adopted in the simulation to prevent any unpredictable
effect induced by routing dynamics. The values of W
and p were obtained by time-averaging 500-second
simulation sessions with one, two, four, and eight TCP
flows for a chain topology, with its hop number varying
from 4 to 22, as shown in Fig. 3b.

Although the loss in IEEE 802.11 multihop networks
primarily comes from the MAC layer, the relationship
between W and p, shown in Fig. 6, conforms with the
TCP-friendly equation in (1), which was originally
established for wired IP networks. Thus, we conclude
that if the routing dynamics does not interfere with the
TCP operation, the steady-state TCP AIMD behavior of
the 802.11 network would not be much different from that
of wired IP networks. For a low-bandwidth-delay-product
network, the TCP window mechanism leads to a high loss
rate, as revealed in Fig. 6. For example, when o =1 and
K =2, W <1 demands p > 0.19, whereas W < 2 demands
p>0.12 under (1). Such a high loss rate of TCP
exacerbates the undesirable cross-layer interaction given
in Fig. 2.

3 IMPROVING TCP PERFORMANCE
AND NETWORK STABILITY

If the congestion-driven link loss can be clearly distin-
guished from channel or mobility errors, the TCP behavior
can be improved accordingly. However, this approach
would require some side information from other layers (for
example, the node movement trace and/or the physical
signal measurement). Here, we consider a simple alter-
native that suppresses the undesirable cross-layer interac-
tion in Fig. 2 without the side information.

3.1 TCP: Fractional Window Increment

We choose proper K and « values to control the TCP
operation range while preserving the basic TCP window
mechanism. From (1), K =0 and o =1 provide the upper
bound for the shifted TCP operation range. Thus, we have

the following two constraints on the time-out factor, K, and
the window growth factor, a:

K >0, (2)
and
0<a<l (3)

The relationship between W and p for K = 2 is also shown
in Fig. 6 for comparison. This curve has a lower loss rate
than the curve with K = 0 with respect to a fixed window
value.

The time-out factor, K, can be obtained as a function of

W and p by (1), that is
w-t— 1/%17 @
4

K= .
min{L 3 %p}p(l +32p?)

We define W, = % and p, = 42¢. From condition K > 0
given in (2), we demand

W [0 = vaw, )
p
or, equivalently,
1L.5c
=2 = Q- P, (6)

where the equalities in (5) and (6) hold when K = 0. Thus,
the TCP congestion window with factor 0 < o <1 has a
lower dynamic range with the same loss rate p, or the TCP
loss rate with factor 0 < o <1 has a lower value for the
same window value W.

Based on the above discussion, we propose a new TCP
regulation scheme that allows the TCP congestion window
to grow by a fractional rate o < 1 (packets) at every round-
trip time. This is equivalent to adding one packet to the
window size at every 1 round-trip time. Suppose that the
current congestion window size is W, the TCP sender sends
W packets at every round-trip time and receives W ACKs
during one round-trip time from the TCP receiver. At every
ACK reception, the TCP sender updates W by

«Q

new __ current
w =W + VW current ’ (7)

where 0 < a < 1. If a = 1, the above rule is the same as the
window update rule of legacy TCP. Since the proposed
scheme preserves the TCP window mechanism, it can track
the network capacity automatically without the aid of any
network-assisted information.

Since parameter « represents the growth rate of the TCP
window W at every round-trip time (that is, « = AW), we
say that a represents the probe traffic of TCP. The probe
traffic should be mild enough not to cause network
instability yet aggressive enough to enable meaningful
network feedback. To achieve congestion avoidance in
legacy TCP (a =1), the TCP window increases by one
packet at every round-trip time independent of the network
capacity. For wired networks whose bandwidth delay
products are in the order of hundreds or thousands of
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Fig. 7. TCP friendliness of the fractional window scheme with static
routing.

packets, the relative scale of the probing traffic is small.
However, for IEEE 802.11 multihop networks that typically
have a low bandwidth-delay product, this probing traffic
may not be mild at all. For example, if the bandwidth-delay
product of a network is equal to two packets, an increase of
congestion window by one packet is equivalent to adding
50 percent of the total network capacity. Thus, TCP with
a =1 is too aggressive for IEEE 802.11 multihop networks.
The reduction in o makes the scale of the probing traffic
more appropriate.

We also allow a fractional window (that is, 0 < W < 1),
as well as W >1, without losing compatibility with
legacy TCP. We interpret W <1 as sending one data
packet at every £IL. To implement this, a new internal
timer is introduced to avoid the possible deadlock with
TCP ACK clocking at W < 1. For example, if W =0.25,
the next data transmission is scheduled in four RTT by
the timer. When the timer expires, the packet is sent, and
W is updated according to (7). A parameter W,,; can be
introduced as the lower bound of W (that is, W > W)
to avoid a potential long idle period for a very small W.
The TCP parameter ssthresh (slow-start threshold) also
needs a lower bound (that is, ssthresh > ssthresh,,,,
where 0 < ssthresh,,;, < 1) so that the TCP slow-start is
not triggered when W is very small.

In Fig. 7, we show the relationship between the average
window W and the packet loss rate p for different o values.
The data were collected using static routing in the same
way as that used in Fig. 6. With (5) and (6), the case of
a = 0.01 represents the shift of the operational range via
W = 0.1, at the same loss rate p. Likewise, a = 0.04 and
a = 0.1 imply that W = 0.2W; and W ~ 0.3W, respectively,
at the same loss rate p. Fig. 7 shows that the shift of the
operational range conforms with (1) in a network free from
routing dynamics and instability. The TCP window
mechanism can achieve a very low loss rate with a small
average window if a proper value of « is chosen.

3.2 On-Demand Routing: Route-Failure Notification
Using Bulk-Loss Trigger Policy

We consider the ROBUST policy in this section, which is a
simple link loss reaction policy for on-demand routing to
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improve the path robustness against the MAC contention
loss driven by congestion. The typical implementation of
on-demand ad hoc routing protocols takes a route main-
tenance/rediscovery action immediately upon detecting
any wireless link loss. However, in IEEE 802.11 multihop
networks, the link loss has to be treated differently
according to its cause:

e Node mobility. When a node is no longer available,
the current route should be invalidated, and a new
route should be established regardless of its cost.

e Congestion. The congestion-driven loss is a sign of
network overload, indispensable for a seamless TCP
operation. Nevertheless, the existing route should
not be affected.

e Channel noise. Noisy routes are tolerable in the
sense that channel noise affects only the quality of
the end-to-end connection, not the connectivity
itself. A noisy path should be tolerated until a better
alternative path is found. If needed, a hop-by-hop
retransmission can improve the connection quality.

If we consider the fact that the congestion-driven MAC
loss is frequent and persistent during the entire course of
TCP connection, an immediate reaction of a routing protocol
to any MAC loss is costly. Examples given in the previous
section show that the reaction should be less sensitive to the
MAC loss to keep a certain level of routing robustness and
stability. In the meanwhile, the congestion-driven MAC loss
should be signaled to end users so that transport protocols
can react properly to the network change.

To account for the link failure tolerability, we introduce a
generalized link failure sensitivity parameter, 3, for on-
demand routing protocols to control connection stability.
The number of successive link failures L is counted, and a
routing protocol takes action for routing maintenance only
when L exceeds a certain threshold, 3, which indicates the
limit of tolerable successive link failures.

1. If the transmission fails and L < 3, the current
packet is dropped, and the transmission is resumed
for the next packet. The current route is kept intact,
and the value of L is increased by 1.

2. If the transmission fails and L = (3, the routing agent
responds to the link failure and sets L =0. The
routing agent is free to establish a new route and
perform necessary routing maintenance operations.

3. Whenever a transmission is completed successfully,
the routing agent resets L = 0.

The IEEE 802.11 standard specifies a maximum of
seven times of RTS retransmission for a wireless link.
However, factor 5 makes the routing protocol respond to a
link failure at least after 7/ times of RTS retransmission
from 802.11 MAC’s perspective. Please note that § =1 is
used in the conventional reaction policy for on-demand
routing protocols, and 3 = oo in static routing. Thus, 8 > 1
enables a stronger end-to-end connectivity in the presence
of channel noise and signal interference.

However, this policy has nothing to do with the
retransmission of the same packet by the routing protocol.
The routing agent sends a packet only once for any value of
B>1. If the packet is lost after retransmission in the
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IEEE 802.11 MAC layer, the routing agent sends out the
next packet without saving the lost packet. Later, when the
end host detects the missing packet, TCP can respond to
the MAC contention in the same way as it does to the
ordinary network congestion. The packet dropped by the
routing agent also helps relieve the MAC contention of
the local host whose packet is lost. The possible drawback
of 3> 1 is the increase of reaction latency in the mobility
scenario. However, the negative impact of small values of
B >1 appears negligible in a high-mobility scenario as
demonstrated by the computer simulation presented in the
next section.

4 EVALUATION AND COMPARISON
4.1 Simulation Setup

We evaluated the two proposed schemes using the
NS-2 simulator (version 2.29) [19] for various scenarios
and compared them with other related schemes. As
discussed in Section 2, we adopted the DSR protocol [17]
as the on-demand ad hoc routing protocol in the simulation.
The ROBUST policy was evaluated when being applied to
the DSR protocol. We used long-lived TCP flows running
for 200 seconds in various topologies such as chain, grid,
and mobile random topologies. Please note that the long-
lived flow provides a condition emulating the stationary
ergodic process, which makes the time-averaged TCP
throughput the same as the ensemble average (that is, the
average over different simulations) [21], [22]. This reduces
the simulation-dependent deviation of the result for static
topologies and makes the TCP throughput conform to the
TCP-friendly equation with static routing.

The number of TCP flows was different, depending on
the topology type. The simulated traffic patterns included
linear, parallel, cross, and random traffics for static grid and
mobile random topologies. The result of random traffic was
obtained from the average of five runs based on different
random number seeds. The result of static traffic was time-
averaged before plotting. In some complicated scenarios
such as grid and random topologies, the extreme starvation
of local traffic is often found. As is addressed in [23] and
[24], this is primarily due to the nature of the contention-
based CSMA MAC of multihop IEEE 802.11 networks.
Thus, we consider only the aggregate throughput as the
primary TCP performance measure in this study.

For comparison with the window-freeze strategy, we
considered ADTCP [4]. ADTCP utilizes various end-to-end
metrics to determine the wireless network status and freeze
the TCP state instead of resetting TCP for noncongestion
wireless events. As shown in the next section, ADTCP tends
to keep the window large despite frequent routing changes
and link losses. It is interesting to compare this behavior
with our strategy using a small window at a low window
growth rate.

For comparison with other congestion preventive strate-
gies, we examine the use of ECN in the LRED proposal [5].
ECN [25] uses packet marking rather than packet loss for
network congestion notification, and TCP can reduce the
sending rate before the queue overflow. Since ECN reduces
the actual loss that triggers the overreactions of an

on-demand routing protocol, ECN yields an effect similar
to that of using TCP FeW. Like random early detection
(RED) [26], LRED performs ECN marking. However, the
ECN marking of LRED is based on the MAC retransmission
count instead of the queue length. The original LRED
assumed a preconfigured manual routing but did not
address the interaction with on-demand routing protocols
of our current interest. Instead, LRED cooperates with
adaptive pacing, which requires a modification of the
back-off mechanism of the 802.11 MAC protocol. To
separate the effect of IEEE 802.11 back-off changes and
focus on the interaction only between transport and
routing mechanisms, we kept the original back-off
scheme of IEEE 802.11 MAC intact and implemented only
the link-layer ECN marking of LRED without adaptive
pacing.

4.2 TCP Fractional Window Increment versus
Window Freeze

The fractional-window and window-freeze schemes were
evaluated over chain, grid, and random mobile topologies.
The topologies are carefully chosen for fair comparison with
the result of related studies [4], [5], [6]. The chain topology
is the basic building block of more complex topologies. It is
commonly found in ad hoc and mesh networks where the
density of node deployment is not high. The chain topology
also represents the path established by routing whether it is
static or mobile. Please note that the bandwidth-delay
products of test topologies are low, theoretically up to
22/4=5.5 (packets) in the case of the 22-hop chain
topology, plus a few more from little queue buildup [5],
[6]. In this section, static routing is used to obtain the TCP
performance bound, whereas the DSR protocol (8 =1) is
used to observe the actual TCP performance as a result of
the aforementioned cross-layer interaction.

Fig. 8 compares the throughput and the congestion
window of TCP and ADTCP over a chain topology with
and without the FeW scheme. As compared with the
original TCP (« = 1) or other ADTCPs, TCP FeW (« = 0.01)
achieves significant improvement in throughput (90 percent
improvement for six hops and 85 percent improvement for
14 hops), as shown in Fig. 8a. ADTCP mostly underper-
forms the original TCP with a few exceptions, but ADTCP
FeW (a =0.01) outperforms ADTCP (a = 1) consistently.
Note that a fractional value of the TCP congestion window
has to be truncated to an integer value when the value is
referred to by the TCP sender. For small values of the
congestion window, the TCP sender actually sends one or
two data packets at every round-trip time. Thus, Fig. 8b
shows that TCP with a = 0.01 behaves like a stop-and-go
protocol in the low-bandwidth-delay-product environment
of the chain topology.

Figs. 8c and 8d give a snapshot of the congestion window
variation over time in the seven-hop chain topology using
the DSR protocol (8 =1). Fig. 8c shows a severely
disconnected AIMD pattern with « =1.0, which is far
from being the ideal TCP congestion avoidance pattern.
Frequent overshooting beyond the network’s bandwidth-
delay product results in the congestion-driven MAC
contention loss, which disrupts the TCP congestion avoid-
ance phase. In contrast, TCP FeW (a = 0.01) leads to a more
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Fig. 8. Comparison of different TCP schemes as a function of time in a chain topology. (a) Throughput (aggregation of four flows). (b) Average
congestion window (four flows). (c) Congestion window over time (TCP, two flows). (d) Congestion window over time (ADTCP, two flows).

regular AIMD pattern whose averaged value is close to the
optimal window size. Fig. 8d shows how the FeW scheme
(e =0.01) works for ADTCP. The window-freeze mechan-
ism of ADTCP remains the same. However, the slower
window growth with the FeW scheme makes ADTCP FeW
(o =0.01) have a smaller average congestion window than
the original ADTCP (a =1).

Next, we perform our evaluation study on grid topolo-
gies. The grid topology has much more redundancy that
allows alternative routes and backup resources than the
chain topology. In the simulation, we used a small (7 x 7), a
large (13 x 13), and a narrow-stripe (13 x 5) grid topology.
Fig. 9 shows some test traffic patterns over the narrow-strip
grid topology.

Figs. 10a and 10b show results of the 7 x 7 and the 13 x
13 grids, respectively. For most cases, the total TCP
throughput of a =0.01 is noticeably higher than that of
a =1, and TCP FeW improves the performance of ADTCP
and TCP. However, in the two-flow cases (parallel and
cross), TCP FeW has little loss (or a small gain) in
throughput for a = 0.01 as compared with that for oo = 1.
As more alternative paths and backup resources are
available, the impact of network instability driven by the
aggressive behavior of TCP is not much noticeable in the
two-flow cases. In fact, the two-flow scenarios are very
optimistic scenarios since the grid topology is severely
underutilized. Fig. 10c shows the result of the 13 x 5 grid
topology. The 13 x 5 grid topology represents a more
common network scenario that lies between the resource-
limited chain topology and the resource-rich grid topology.
We observe a similar trend of throughput improvement as

found in other topologies yet with little or no performance
degradation for the two-flow case.

Finally, we evaluated TCP FeW and ADTCP in the
mobile scenario where 150 nodes move in 2,000 m x
2,000 m space according to the random waypoint model.
The random waypoint configuration used in our simulation
has a uniform speed distribution between the maximum
speed of 10 m/s and the minimum speed of 2 m/s with no
pause time. The result is shown in Fig. 10d, where we see a

.. i i . 2TCPflows :
@ . o 2= . ‘ vvvvvvvv ‘ vvvvvvv ....... @ o ®
SRS S SO S S-S P S

Fig. 9. Examples of traffic patterns in grid topology simulation.
(a) 13 x 5 grid (overlapping traffic). (b) 13 x 5 grid (cross traffic).
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Fig. 10. Comparison of TCP throughput in grid and mobile random topologies. (a) 7 x 7 grid. (b) 13 x 13 grid. (c) 13 x 5 grid. (d) Mobile random.

similar trend of the aggregate TCP throughput in Fig. 8.
TCP outperforms ADTCP by more than four times for
32 and 50 flows. TCP FeW has more than 35 percent
throughput improvement over TCP (o =1) for 32 flows,
and even ADTCP FeW has more than 100 percent
throughput improvement over ADTCP with a = 1. One of
the primary design focuses of many window-freeze
schemes, including ADTCP [1], [3], [27], is on mobility.
Our simulation shows that the throughput improvement of
TCP FeW is more noticeable than that of mobility-adaptive
window-freeze schemes. The random mobile topology often
has an unbalanced node distribution and contains chainlike
subtopologies. Noticeable improvement is made in such a
resource-limited environment with a low bandwidth-delay
product.

The simulation reported in this section demonstrates that
the basic TCP window mechanism can keep track of the low
bandwidth-delay product of the multihop IEEE 802.11
network if a proper « value is chosen. For smaller values
of a (for example, o = 0.01), TCP can maintain a smaller
average congestion window at a lower loss rate and achieve
better performance in the multihop IEEE 802.11 network.
When « is close to 1, TCP performance degrades since it
makes the average congestion window go beyond the
desirable operation range of IEEE 802.11 multihop networks.

4.3 Utility of Explicit Congestion Notification

We implemented the link-layer ECN marking based on
LRED [5] in the NS-2 simulator and evaluated the ECN
effect using two TCP flows over the chain topology. Fig. 11
shows the aggregate throughput of TCP and TCP-ECN with
different o values. For a =1, the average throughput of
TCP-ECN is noticeably higher than that of TCP yet
much larger than that of TCP FeW (a =0.01) without

ECN. TCP FeW (with or without ECN) achieves 70 percent
improvement over TCP-ECN for an end-to-end distance
of six hops, 50 percent improvement for 10 hops, and
45.5 percent improvement for 14 hops. Although ECN can
be used as a part of the preventive measure to reduce the
overreaction of routing protocols, the result in Fig. 11
indicates that the TCP window growth rate has more
impact on the behavior of routing protocols. It is true that
ECN can reduce the frequency of actual link loss, but TCP
with =1 remains as a severe network stress factor
affecting the MAC contention. The use of smaller « values
can reduce such stress more effectively.

In Fig. 11, TCP FeW ECN (a = 0.01) performs slightly
better than TCP FeW. Even though ECN can be integrated
with the FeW scheme, the performance gain of ECN is
hardly noticeable for smaller o values because the loss rate
is so low. Thus, controlling the window growth rate is a very
powerful tool in preventing unnecessary routing reactions.

300 T T T T T
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TCP, =1 ----w---
250 B TCP-ECN, 0=0.01 l

TCP, 0=0.01
200

150

100

Throughput (Kbps)

50 b

4 6 8 10 12 14 16 18 20 22
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Fig. 11. Effect of ECN on TCP performance in the chain topology with
two flows.
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Fig. 12. Route change over time with the ROBUST policy (5 =2) in a
7 x 7 grid topology.

4.4 Route-Failure Notification Using Bulk-Loss
Trigger Policy

The ROBUST policy was applied to the DSR protocol and
evaluated over the 7 x 7 grid topology with the same
configuration as discussed in Section 2.3. Unlike the result
in Section 2.3, DSR with § = 2 changed the path only once,
as shown in Fig. 12, and the total TCP throughput given in
Table 2 is almost the same as that of static routing.
Increasing [ just by 1 makes a huge difference in routing
dynamics over IEEE 802.11 multihop networks.

The simulation result over the chain topology with
two different channel noise conditions (with the packet error
rate equal to 0 and 0.04) is shown in Fig. 13. We see a similar
trend as observed before. For the 6-12-hop chain topologies
with no channel noise (PER = 0.0), the DSR protocol with the
ROBUST policy (8 = 2) achieved more than 100 percent
improvement in TCP throughput, which is very close to
the performance bound obtained with static routing. For
PER = 4 percent, the DSR protocol with the ROBUST policy
(8 = 2) achieved more than 200 percent improvement of TCP
throughput over DSR without the ROBUST policy (8 = 1) in
the 4-20-hop chain topologies. The vulnerability of TCP to
channel errors remains the same for =2 and §=1.
However, we see an improvement in route robustness using
the ROBUST policy, which is beneficial to the overall system
performance including TCP throughput.

Finally, the effect of the ROBUST policy was evaluated
in a more realistic mobile scenario using the Manhattan
mobility model [28]. A total of 200 mobile nodes were
created in the 500 m x 500 m space where six streets
(three north-south and three east-west) were placed at
equal distance. In each mobile scenario, mobile nodes
move randomly along 12 lanes (two lanes for each street)
at the maximum speed of 0, 1, 2, 5, 10, and 20 m/s,
respectively. To ensure sufficiently large hop distances of
the end-to-end connections, we used a transmission range
of 60 m, a carrier sensing range of 140 m, and an
interference range of 140 m.

TABLE 2
TCP Throughput (in Kilobits per Second) in the 7 x 7 Grid
Topology with the ROBUST Policy

Routing Flow 1 | Flow 2 | Total %
Static (8 = 0) 89.36 116.86 | 202.22 | 100%
DSRg—3 92.06 108.76 | 200.82 | 99.3%
DSRg—, 87.59 90.57 | 178.16 | 88.1%
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Fig. 13. TCP throughput comparison (which is the aggregate throughput
of two TCP flows) with different routing policies in the chain topology.

The total throughput and the total number of routing
changes of 20 TCP flows during the 150-second simulation
session are shown in Fig. 14. With the original DSR protocol
(8 = 1), routing changes are more frequent at a lower speed
(0 and 1 m/s). A small amount of mobility significantly
reduces the total throughput as a result of the costly routing
maintenance operations. However, for DSR ROBUST
(8=2), TCP performance is improved by at least more
than 30 percent, and the routing protocol is more stabilized
(65-85 percent less routing changes) in a moderate mobile
scenario (up to 5 m/s) in our simulation where TCP
throughput is practically meaningful. We also see that the
impact of increased mobility-reaction latency on the overall
system performance due to 3 > 1 is negligible.

4.5 TCP Fractional Window Increment and the
Route-Failure Notification Using Bulk-Loss
Trigger Policy

Although the multihop IEEE 802.11 network presents

complex problems across layers, the TCP FeW scheme

and the ROBUST policy provide stand-alone solutions that
do not require changes of other layers. In this section, we

examine the mixed usage of TCP FeW and ROBUST. Fig. 15

shows TCP throughput for different configurations of
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Fig. 14. Performance comparison using the Manhattan mobility model.
(a) Aggregate TCP throughput (20 flows). (b) Total number of routing
changes (20 flows).
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TCP FeW and DSR ROBUST over the 7 x 7 grid topology.
The advantage and disadvantage of TCP FeW comes from
its milder TCP traffic. If the hop-by-hop connection is
robust or the network is resource rich, TCP’s aggressive
behavior may not disturb the overall network stability
significantly. As demonstrated in the two-flow cases in
Figs. 10a and 10b, TCP FeW may just slow down the TCP
window growth and result in underutilization of the
available network bandwidth.

For 8 =1, the result is the same as Fig. 10a. For 8 = 2,
DSR ROBUST improves the total throughput of TCP and
TCP FeW. Since routing becomes more robust, TCP FeW
with mild additive-increase traffic does not make a notice-
able difference in throughput improvement as compared
with legacy TCP. Basically, the two schemes solve the same
cross-layer problem from two different angles. TCP FeW
with ROBUST does not offer a dramatic improvement in
throughput. The performance difference of TCP and TCP
FeW for the same (3 value can be understood as a matter of
finding an optimal value of « for the bandwidth-delay
product of a given network topology and for loss toler-
ability of on-demand routing.

5 ConcLusioN AND FUTURE WORK

Improving TCP performance in the IEEE 802.11 ad hoc
network is a complicated cross-layer problem. The cross-
layer interaction between TCP and routing protocols in the
IEEE 802.11 ad hoc network was investigated. Based on the
well-known TCP-friendly equation, we conducted a quan-
titative study on the TCP operation range using static
routing and long-lived TCP flows. Based on the analysis, we
proposed two simple yet effective ways, namely, TCP FeW
and ROBUST, to improve the system performance. It was
shown via computer simulation that TCP performance can
be significantly improved without modifying the basic TCP
window or the wireless MAC mechanism. Thus, the TCP
window mechanism can still be a viable solution for
IEEE 802.11 ad hoc networks as long as key conditions are
met (for example, routing robustness).

The cross-layer interaction observed in this study can
be understood as a part of a more general problem of the
contention-based MAC with heavy traffic. Zhang et al.
[29] reported that a sudden outburst of sensing traffic
overloads the sensor network using S-MAC [30], [31] and
B-MAC [32]. The outburst of sensing traffic interferes
with the operation of the transport layer (for example,
ACK delivery) and hurts the reliable delivery of critical
sensing data. Likewise, the greedy behavior of TCP
creates heavy traffic in the IEEE 802.11 ad hoc network

and stimulates the vulnerability of the contention-based
MAC and on-demand ad hoc routing protocols. The
improvement achieved by TCP FeW demonstrates that
simply limiting such heavy traffic can help improve the
overall network performance.

There are a few issues to be considered in the future. In our
simulation, TCP FeW performance varied depending on the
network condition (for example, whether the routing is
robust or not). We may improve TCP FeW by tuning factor o
properly to meet the performance requirement for a given
network condition. Besides, the TCP FeW design discussed in
this work focuses on long-lived flows for the convenience of
TCP-friendliness analysis. However, small files that take only
a few round-trip times to finish may not get TCP into the
steady state. Actually, the use of short-lived flows does not
prevent the interaction between MAC and routing if the
traffic goes beyond the bandwidth-delay product of the
wireless network. Thus, if a is set correctly, TCP FeW can help
alleviate such undesirable interaction regardless of long- or
short-lived flows. Then, we can revise the transient behavior
of TCP FeW to improve the efficiency of small file transfers.

One interesting problem associated with ad hoc routing
is finding the interference-avoidance path. In view of the
protocol architecture, the routing layer lies between trans-
port and link layers, and the routing protocol has a direct
access to the information of other neighboring layers (that
is, transport and wireless link) of each host along the path.
In this work, we have focused on the robust path
maintenance problem. In the future, we may consider a
more aggressive adaptive routing strategy by utilizing the
side information such as the location, signal strength, traffic
conditions, and other flows actively.
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