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Abstract A non-rigid ultrasound image registration
method is proposed in this work using the intensity as
well as the local phase information under a variational
framework. One application of this technique is to
register two consecutive images in an ultrasound image
sequence. Although intensity is the most widely used
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feature in traditional ultrasound image registration al-
gorithms, speckle noise and lower image resolution
make the registration process difficult. By integrating
the intensity and the local phase information, we can
find and track the non-rigid transformation of each
pixel under diffeomorphism between the source and
target images. Experiments using synthetic and cardiac
images of in vivo mice and human subjects are con-
ducted to demonstrate the advantages of the proposed
method.

Keywords Ultrasound imaging · Image registration ·
Local phase · Variational framework

1 Introduction

Ultrasound imaging has been widely used as an medical
imaging modality during last several decades due to
its non-invasiveness, safety and economical efficiency
[1, 2]. For instance, the use of ultrasound is suitable
for fetus imaging and the diagnosis and assessment
of arterial and cardiac diseases [3]. Left ventricular
contractile function can also be evaluated effectively
by echocardiography imaging [4]. However, ultrasound
images have a low signal-to-noise (SNR) ratio due to
artifacts and attenuation. Furthermore, speckle noise
caused by sub-resolution tissue structures is a big foe
in analyzing lesions and performing various processes
such as segmentation and registration by limiting the
detectability of low contrast lesions. Due to these lim-
itations, validation of estimated of motion is currently
performed in a subjective visual manner.

Registration of ultrasound images can be used in
estimating cardiac motion and/or velocities to find



J. Woo et al.

abnormalities in segmental wall motion and analyzing
tissue mechanic properties such as quantification of
elasticity and contractility of the myocardium [5]. It
could be also used for spatial compounding of images
to improve image quality and contrast [6]. In general,
registration of ultrasound images is a challenging task
as compared with that of computed tomography or
magnetic resonance imaging due to special properties
of ultrasound images, including speckle noise artifacts
and low images contrast.

Broadly speaking, registration algorithms can be cat-
egorized to two classes: rigid registration using linear
transformation (translation, rotation and scaling) and
non-rigid registration using nonlinear transformation to
compensate for changes in organs or tissue due to the
breathing pattern or movement of internal organs [7].
Non-rigid registration using variational minimization
and/or various similarity measures is well studied in the
context of computer vision. For example, to determine
optical flow in temporal images can be viewed as a
registration problem [8, 9].

In this work, we propose a novel registration method
that exploits both intensity and local phase information
by incorporating them in a variational framework and
present some preliminary results when this technique
is applied to test ultrasound images. The local phase
feature is well-suited for ultrasound image registration
since it is invariant to image brightness, contrast and
noise [10]. We combined this feature with image in-
tensity to register different frames in more accurate
manner. To the best of our knowledge, this is the first
effort in deriving an energy cost using the intensity
and the local phase information under the variational
framework to solve the ultrasound image registration
problem.

The rest of this paper is organized as follows. Some
previous work is reviewed in Section 2. The local phase
and its properties are discussed in Section 3. The regis-
tration method derived based on the variational frame-
work is presented in Section 4. Experimental results
are shown in Section 5. Finally, concluding remarks and
future research directions are given in Section 6.

2 Review of Previous Work

Several registration methods have been proposed be-
fore. They are usually classified into two types: the
feature-based approach using extracted image features
and the volume-based method using statistical voxel
dependencies [11]. Although intensity values contain
all available information in images, other derived fea-
tures may reveal the underlying image structure more

clearly [10]. Thus, we may need to search for additional
relevant features and then study how to apply these
features jointly for efficient non-rigid ultrasound image
registration [7].

Different features have been incorporated to tackle
the ultrasound image registration problem. Quite a
few registration methods are based on the intensity
information in the image registration [12–14] under the
assumption that mono-modal images are identical when
correctly aligned. An intensity-based deformable reg-
istration technique for 3D ultrasound images was pre-
sented in [15] under a variational framework. However,
this method may not work well since the assumption
of gray value constancy may not hold in ultrasound
images. For example, it is difficult to detect the heart
muscle consistently, thus resulting missing and/or false
positives.

Gradient-based methods are conducted based on the
assumption that the contrast of a pattern is invariant
over time. However, computed gradient values are
highly sensitive to noise since the differentiation of
gray levels tends to magnify noise, leading to inaccurate
results. Intensity and its derivatives were used to gen-
erate an attribute vector in [16]. Generally speaking,
the gradient-based approach is not suitable for the
processing of noisy ultrasound images.

Another class of registration methods is developed
based on finding the corresponding landmarks and, fur-
thermore, two images are aligned with approximating
thin-plate splines [17]. However, it demands manual se-
lection of landmark points, and finding landmark points
is a difficult task especially for ultrasound images.

The local phase feature has been developed by
Morrone et al. [18] and has become increasingly popu-
lar. Its robustness and accuracy for ultrasound images
were studied in [19–21]. The local phase information
can provide more local structural information than the
intensity feature. We demonstrate in this manuscript
that, when the intensity and the local phase information
can be combined, they can supplement each other,
thereby achieving better registration results.

3 Local Phase Computation and Properties

3.1 Local Phase and Local Energy

The local phase function provides a qualitative, con-
trast invariant, local description of an image. It can
be interpreted as an amplitude-weighted phase of a
windowed (bandpass filtered) Fourier component of
a signal [20]. We will show in this section that the
local phase serves as an effective feature for ultrasound
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image registration. The concept of local phase and local
energy were originally developed for analyzing one
dimensional signals. The analytic signal is most easily
interpreted in terms of Fourier analysis [10].

The analytic signal, fA(x), of a real signal, f (x), in
the space domain can be written as

fA(x) = f (x) − jfH(x), (1)

where fH(x) is the Hilbert transform of f (x), defined
by

fH(x) = 1

π

∫ ∞

−∞
f (τ )dτ

τ − x
⇔ FH(ω) = F(ω) · j sign(ω),

(2)

where F(ω) is the Fourier transform of f (x) and

sign(ω) =
{−1, ω < 0,

+1, ω � 0.
(3)

As given in Eq. 1, FA(ω) is equal to zero at the negative
frequency and is twice of the original signal at the
positive frequency, which results in an analytic signal
given by [22, 23]

FA(ω) = F(ω) − j · FH(ω)

FA(ω) = F(ω) − j · F(ω) · j sign(ω)

FA(ω) = F(ω) · [1 + sign(ω)] (4)

Then, the local phase φ(x) and local energy A(x) of
signal f (x) is defined as

φ(x) = tan−1( f (x)/ fH(x)),

A(x) = ‖ fA(x)‖ =
√

f 2(x) + f 2
H(x). (5)

However, it is difficult to compute the local phase based
on the above definition directly. To extract the proper
feature, both time and frequency localization is desired.

In other words, we may apply a window function of
bandpass filtering characteristics to f (x) with an objec-
tive to reduce the fine scale noise effect and localize the
desired signal. The window function has two properties.
First, it should be even and symmetric to maintain
the phase information of the original signal. Second,
it should have the zero DC value so that steady-state
values will not be affected. There are several choices in
the design of bandpass filters. We adopt the Difference
of Gaussian (DoG) in our work.

3.2 Monogenic Signal

It is difficult to extend the Hilbert transform from 1D
to 2D directly. For several years it is found that there is
no straightforward extension of the Hilbert transform
to higher dimensions. Instead, the monogenic signal
was proposed in [23] to estimate and extend the phase
notion to 2D efficiently. This representation preserves
core properties such as isotropic properties of 1D an-
alytic signals and decomposes a signal into the energy
and the structure (local phase) features. The even filter
is rotationally symmetric (DoG), and the single odd
filter used previously is replaced by two odd isotropic
filters (vector-valued) in the frequency domain as

H1 = u√
u2 + v2

, H2 = v√
u2 + v2

, (6)

where u and v are frequency-domain variables. Then,
the local phase, φ, and local energy can be calculated us-
ing a bandpass filtered image Ib and its filter responses
as

φ(x, y) = tan−1

(
Ib√

(h1 ∗ Ib ) + (h2 ∗ Ib )

)
,

E(x, y) =
√

I2 + (h1 ∗ Ib )2 + (h2 ∗ Ib )2, (7)

(a) (b) (c)
Figure 1 a An examplary cardiac ultrasound image, and its local phases using two DoG bandpass filters with b a small standard
deviation (σ1 = 2

√
2, σ2 = 2) and c a large standard deviation (σ1 = 4

√
2, σ2 = 4).
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where ∗ denotes the convolution operator. The local
phase can be interpreted as a qualitative description
of salient regions in images such as edges or ridges.
An examplary cardiac ultrasound image, and its local
phases using two DoG bandpass filters with a small and
a large standard deviations are shown in Fig. 1. We see
from this figure that the local phase provides valuable
structure information of the underlying image.

4 Registration Method

The problem of ultrasound image registration is equiv-
alent to finding the displacement vector under diffeo-
morphism between the source and the target images.
One application of this technique is to register two
consecutive images in an ultrasound image sequence.
Then, the source and the target images are the previous
and the current image frames, respectively, and the
displacement vector denotes the motion field of an
image pixel.

4.1 Variational Framework

Before deriving a variational formulation for the reg-
istration problem, we provide some intuitive expla-
nations on constraints and assumptions used in this
model. The proposed registration method is derived
from a variational framework based on the following
observations.

The intensity and its derivatives, which are com-
monly used as features in mono-modal image reg-
istration and optical flow estimation, have similar
values over two consecutive image frames. The prop-
erty, called gray value constancy, can be written math-
ematically as

I(x, y, t) ≈ I(x + u, y + v, t + 1)

∇ I(x, y, t) ≈ ∇ I(x + u, y + v, t + 1), (8)

where I : � ⊂ R
3 → R denotes an image sequence,

(u, v) is the local displacement vector of a pixel over
two adjacent frames, t is the frame index number,
and ∇ = (∂x, ∂y) is the 2D spatial gradient vector. The
linearized formula of Eq. 8 yields the following optical
flow constraint [24]:

Ixu + Iyv + It = 0, (9)

where Ix = ∂x I and Iy = ∂y I. However, Eq. 9 alone
does not carry sufficient and accurate information for
ultrasound image registration due to low contrast and
low resolution nature of the underlying images. In con-
trast, as explained in Section 3, the local phase value

is a more accurate feature than the intensity value
in ultrasound imaging. It is assumed that local phase
values are also similar along their temporal trajectory
curves:

LP(x, y, t) = LP(x + u, y + v, t + 1), (10)

where LP is the local phase of a given image. The reg-
istration problem is however an ill-posed one. That is,
the model given in Eqs. 8 and 10 estimates the displace-
ment of a pixel only without taking any neighborhood
relation into account. Thus, a piecewise smooth flow is
needed for regularization since a problem occurs in the
model when the gradient vanishes.

Let x = (x, y)T and w(x) = w(x, y) = (u(x, y),

v(x, y))T. Then, we can incorporate the intensity and
the local phase in the data term as

Edata(u, v) =
∫

�

	
( |SI(x + w(x)) − TI(x)|2

+γ |SLP(x + w(x)) − TLP(x)|2 )
dx, (11)

where γ is a weight, and 	 is a quadrature penalizer
(e.g., 	(s2) = √

s2 + ε2, which results in modified L1

norm), and SI , SLP, TI and TLP are the intensity and
the local phase of source image S and target image T,
respectively.

The smoothness term is derived under the assump-
tion of a piecewise smooth flow field. This can be
achieved by penalizing the total variation of the flow
field and expressed as

Esmooth(u, v) =
∫

�

	
(|∇u|2 + |∇v|2) dx (12)

with the same 	 function as defined above. The total
energy functional can be expressed as the weighted sum
of the data term and the smoothness term:

E(u, v) = Edata + αEsmooth. (13)

By adjusting α, we can control the balance between the
data term and the smoothness term. The smoothness
term can prevent overfitting to the data term and pro-
duce a piecewise continuous solution.

4.2 Euler–Langrange Optimization

The energy functional in Eq. 13 can be minimized for
the desired gradient descent using the Euler-Lagrange
method. With the calculus of variation, the proposed
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energy functional satisfies the following Euler–
Lagrange equation with respect to u and v as

	̃(I2
d + γ LP2

d) · (Id Ix + LPdLPx)

− α div(	̃(|∇u|2 + |∇v|2)∇u) = 0,

	̃(I2
d + γ LP2

d) · (Id Iy + LPdLPy)

− α div(	̃(|∇u|2 + |∇v|2)∇v) = 0, (14)

where

Id := SI(x + w) − TI(x),

LPd := SLP(x + w) − TLP(x),

Ix := ∂xSI(x + w),

Iy := ∂ySI(x + w),

LPx := ∂xSLP(x + w),

LPy := ∂ySLP(x + w). (15)

and

	̃(x) = 	 ′(x) = 1

2
√

x + ε2

and where ε is a small number. In our experiment, we
choose ε = 0.001.

4.3 Numerical Approximation

To solve the Euler–lagrange equations in Eq. 14, we
adopt an alternating minimization method. That is, we
first minimize the energy functional with respect to
variable u with fixed variable v and, then, minimize the
energy functional with respect to variable v with fixed
variable u. This alternating optimization process can be
performed iteratively.

Let us consider the minimization process with
respect to variable u. We define

FN(ε) = E(u + εN, v)

=
∫

�

	
( |SI(x + u + εN, y + v) − TI(x, y)|2

+γ |SLP(x + u + εN, y + v) − TLP(x, y)|2 )
dx

+α

∫
�

	
( |∇(u + εN)|2 + |∇v|2 )

dx (16)

where ε is a small parameter. If u∗ is the minimizer,
we have FN(0) � FN(ε), ∀ε. Thus, we have derived the
following condition:

dFN(ε)

dε

∣∣∣∣
u=u∗,ε=0

= 0. (17)

Let

F ′
N(ε) = dFN(ε)

dε
.

It is straightforward to find that

F ′
N(ε) =

∫
�

2	 ′( |SI(x + u, y + v) − TI(x, y)|2

+ γ |SLP(x + u, y + v) −TLP(x, y)|2 )

·
[
∂SI(x + u + εN, y + v)

∂(x + u + εN)

+ γ
∂SLP(x + u + εN, y + v)

∂(x + u + εN)

]
· Ndx

+ α

∫
�

2	 ′ (|∇u|2 + |∇v|2)

·
[(

∂u
∂x

+ ε
∂ N
∂x

)
· ∂ N

∂x

(
∂u
∂y

+ ε
∂ N
∂y

)
· ∂ N

∂y

]
dx

(18)

By setting ε = 0, we obtain

F ′
N(0) =

∫
�

2	 ′( |SI(x + u, y + v) − TI(x, y)|2

+ γ |SLP(x + u, y + v) − TLP(x, y)|2 )

·
[
∂SI(x + u, y + v)

∂(x + u)

+ γ
∂SLP(x + u, y + v)

∂(x + u)

]
· Ndx

+ α

∫
�

2	 ′( |∇u|2 + |∇v|2 )

·
[
∂u
∂x

· ∂ N
∂x

+ ∂u
∂y

· ∂ N
∂y

]
dx (19)

Then, we can apply integration by parts to the last
integral as
∫

�

(∂i · u) · vdx = −
∫

�

u(∂iv)dx +
∫

∂�

(u · ni) · vds,

(20)

where ni is a component along the normal direction. By
setting F ′

N(0) = 0, ∀N, we obtain the Euler-Lagrange
equation in u as

	 ′ ( |SI(x + u, y + v) − TI(x, y)|2

+ γ |SLP(x + u, y + v) − TLP(x, y)|2 )

·
[
∂SI(x + u, y + v)

∂(x + u)
+γ

∂SLP(x + u, y + v)

∂(x + u)

]

= α	 ′( |∇u|2 + |∇v|2 ) · (u) (21)

The above equation can be put in time-dependent
form using the gradient descent as

∂u
∂t

= −δE
δu

= − dFN(ε)

dε

∣∣∣∣
ε=0

, (22)
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where t is an artificial time. Then, we have

∂u
∂t

= −	 ′( |SI(x + u, y + v) − TI(x, y)|2

+ γ |SLP(x + u, y + v) − TLP(x, y)|2 )

·
[
∂SI(x + u, y + v)

∂(x + u)
+γ

∂SLP(x + u, y + v)

∂(x + u)

]

+ α	 ′( |∇u|2 + |∇v|2 ) · (u) (23)

We are able to solve Eq. 23 for u∗ numerically. In
the numerical implementation, we adopt the following
approximation for time differencing:

∂u
∂t

≈ u(n+1)(i, j ) − u(n)(i, j )
t

, (24)

and the following 5-point approximation for the
Laplacian operator:

u = u(i + 1, j ) − 2u(i, j ) + u(i − 1, j )
h2

+ u(i, j + 1) − 2u(i, j ) + u(i, j − 1)

h2
. (25)

As a result, we adopt the explicit scheme to solve the
above equation with small t of the following form:

u(n+1)(i, j )−u(n)(i, j )
t

=−	 ′( |SI(x+u,y+v)−TI(x, y)|2

+ γ | SLP(x + u, y + v)

− TLP(x, y)|2 )

·
[
∂SI(x + u, y + v)

∂(x + u)

+ γ
∂SLP(x + u, y + v)

∂(x + u)

]

+ α	 ′( |∇u|2 + |∇v|2 ) · (u)

(26)

Following a similar procedure, the energy functional
can be minimized with respect to v.

5 Experimental Results

5.1 Synthetic Images

We begin with some simple yet illustrative examples
to demonstrate the efficiency and robustness of the
proposed algorithm. Two synthetic images are used in
our quantitative validation as shown in Figs. 2a and 3a.
Figure 2a consists of simple geometrical shapes while
Fig. 3a is the cyst phantom that consists of a collec-
tion of point targets, five cyst regions and five highly

(b) Example 1

(b) Deformed image
Figure 2 a The first synthetic image and b its deformed image.

scattering regions with SNR 40 dB, followed by adding
artificial speckle noise. Then, these two synthetic im-
ages are deformed by randomly generated displace-
ment fields as shown in Figs. 2b and 3b, respectively .
Our goal is to evaluate registration accuracy under non-
rigid deformation. The displacement vectors that incur
deformations are generated by random fields with pixel
difference of 15 and 30 followed by Gaussian smoothing
with σ = 6 and σ = 15 in Figs. 2b and 3b, respectively.

Experimental results with these two synthetic exam-
ples are shown in Table 1, where w and w′ denote the
ground truth displacement vector and the computed
one using different methods, respectively. The mean
(μw−w′) and the standard deviation (σw−w′) of the er-
ror and the mean of the Sum of Squared Differences
(SSD) between target and registered images are used as
quantitative performance metrics. Three methods using
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(a) Example 2

(b) Deformed image
Figure 3 a The second synthetic image and b its deformed image.

different features are compared in Table 1. First, we
only use the intensity term [15]; namely,
∫

�

	(|SI(x + w(x)) − TI(x)|2 dx,

Table 1 Comparison of three different data terms (unit:pixel).

Method I I + G Proposed

μw−w′ 0.648 0.657 0.602
Example1 σw−w′ 0.995 0.918 0.850

SSD 201.028 203.943 190.403

μw−w′ 4.150 4.015 3.776
Example2 σw−w′ 6.747 6.606 6.773

SSD 23.183 22.731 21.719

in the data term, which denoted by I in Table 1. Next,
both the intensity and its gradient features [8] are used
in the data term. Mathematically, we have

∫
�

	(|SI(x + w(x)) − TI(x)|2

+ γ
(|∇SI(x + w(x)) − ∇TI(x)|2) dx,

which is denoted by I + G in the table. The third one
is the proposed method that uses both the intensity
and the local phase information. As to the smoothness
term, the first two methods adopt the same one as the
proposed method. We see from Table 1 the proposed
method has a smaller registration error in terms of the
mean and the standard deviation as well as smaller
mean SSD than the other two methods.

We can adjust the importance of the data term and
the smoothness term by tuning parameter α. Likewise,
by choosing γ , we can adjust the importance between
different data term including an intensity, gradient and
local phase term. We find the parameter values heuris-
tically which minimize the energy functional most.

5.2 In Vivo Image

Furthermore, we use the in vivo cardiac ultrasound
images of mice and human subjects for performance
comparison. Gaussian smoothing is first performed on
these ultrasound images as a pre-processing step since
the intensity and its gradient can be sensitive to noise,
resulting in undesired matching. The smoothed source
and the target ultrasound images of mice and human
subject are shown in Figs. 4 and 5a and b along with
their intensity difference in Fig. 4 and 5c. For visual
evaluation of the proposed algorithm, the difference
image between the target and the registered images is
presented in Figs. 4 and 5d and the displacement vector
from the source image and the deformation field are
presented in e and f, respectively.

As shown in the obtained deformation fields, the
proposed method is able to find the displacement of
pixels in the dark region that has similar intensity levels.
Since there is no ground truth in the in vivo data, we
compare registration accuracy using various similarity
measures such as the mean SSD, the Mutual Infor-
mation (MI) and the Normalized Correlation (NC) in
Table 3. Since we used the L1 norm which is similar to
the mean SSD, comparison using more generic metrics
such as MI and NC demonstrates the validity of the
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(a) (b) (c)

(d) (e) (f)

Figure 4 In vivo mice ultrasound images: a the source image,
b the target image, c the difference image between source and
target images, d results obtained by the proposed method, e the

displacement vector from the boundary in a (arrows being scaled
1.5 times for the visualization purpose), and f the deformation
field.

(a) (b) (c)

(d) (e) (f)

Figure 5 In vivo human subject ultrasound images: a the source
image, b the target image, c the difference image between source
and target images, d results obtained by the proposed method,

e the displacement vector from the myocardium boundary in a
(arrows being scaled 1.5 times for the visualization purpose), and
f the deformation field.
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Table 2 Comparison of three different similarity measures for
the mice image registration (in the unit of pixels).

Method I I + G Proposed

SSD 26.145 25.99 25.885
Mice data MI 1.182 1.182 1.183

NC 0.995 0.995 0.996

mean SSD as a similarity measure in ultrasound image
registration (Table 2).

We see that there is a general trend between mean
SSD, MI and NC in Table 3. That is, when SSD is lower,
both MI and NC become higher. This demonstrates
the usefulness of the similarity measure (i.e., the mean
SSD) as well as the energy functional.

6 Conclusion

We presented a novel non-rigid registration method
for ultrasound images in this work. Specifically, we
proposed to use the local phase function as a geometric
feature to find correspondences of pixels in two ul-
trasound images that suffer from speckle, artifact and
occlusion. By combining both the local phase and the
intensity information under a variational framework,
the proposed method outperforms others using the
intensity and its gradient. Different similarity measures,
including mean SSD, NC and MI, were used to compare
the performance of different algorithms. Clinically, the
proposed method can be applied to the analysis of tis-
sue mechanic properties and object motion (e.g. beat-
ing heart) for the treatment of the myocardial perfusion
and other diseases. In the future, we would like to
extend this method so as to find motion of tissues in
multiple frames, which is similar to optical flow and
other vision related problems such as motion segmenta-
tion and tracking. Also the local phase can be used for
velocity estimation or other tracking purposes as well.

Table 3 Comparison of three different similarity measures for
the human subject image registration (in the unit of pixels).

Method I I + G Proposed

SSD 37.377 37.126 34.768
Human data MI 1.203 1.21 1.221

NC 0.957 0.959 0.963
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