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Abstract—Contour line estimation in a monitored physical phe-
nomenon using wireless sensor networks (WSNs) with cross-layer
considerations is investigated in this paper. Herein, we present
a statistical approach to locate contour points for contour line
construction in the presence of irregular sensor deployment
with the assistant of Delaunay triangular meshes. The proposed
contour-estimation algorithm has certain error-correction capa-
bility, and it is robust to the data degradation coming from sensing
and/or communication noise. To ensure the success of the proposed
algorithm, we further analyze three sources of signal distortion:
sensing noise, data quantization error, and data communication
noise. We find that choosing a proper data quantization level can
balance the communication cost and the desired signal quality.
Meanwhile, the impact of channel impairment can be mitigated
by the appropriate data-fusion mechanism. In this paper, an
adaptive data-fusion mechanism is proposed to avoid excessive
packet retransmissions. The correctness of the proposed approach
is verified through simulation, and the effects of different system
parameters on the overall system performance are also given to
show the robustness of the proposed algorithm. This paper also
offers some guidelines on the design of the WSN system.

Index Terms—Contour estimation, contour lines, Delaunay
triangulation, environmental monitoring, triangular meshes,
Voronoi diagram, wireless sensor networks (WSNs).

I. INTRODUCTION

W IRELESS sensor networks (WSNs) have become an
area of active research due to their wide range of ap-

plications and their ability of providing real-time information.
Environmental monitoring is one of the important applications
in WSNs, where sensors are deployed to observe natural phe-
nomena in real time. The collected sensor data provide a set
of sampled values of the underlying 2-D field. However, in ap-
plications such as monitoring the density of a certain chemical
such as dioxin, the variation of carbon dioxide in a forest, etc.,
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only a set of the sampled values cannot provide the researchers
or authority agencies enough information to promptly deal with
a monitored event. Adopting the notion of contour line helps
to visually correlate the measured data with the geographical
information and to locally or globally estimate the impact or
the implication of a monitored event. Hence, it is more than
desirable to use a contour line to reconstruct the 2-D scalar field
based on these sampled values. This is, however, a challenging
problem due to the irregular topology of the deployed sensors
and the local communication constraint among sensors. In this
paper, we examine the contour line-estimation problem using
WSNs in the presence of irregular sensor deployment.

There has been much research activity on the monitoring of
natural phenomena. Nowak and Mitra [1] proposed a boundary
estimation scheme using a sensor network with a hierarchical
topology. Chintalapudi and Govindan [2] proposed several
localized methods to detect the edge nodes of the monitored
physical phenomena. More recently, a statistical decision-
fusion approach to edge node detection was proposed in [3]
to further improve the detection performance and reduce the
sensitivity to sensor localization errors. However, these algo-
rithms have focused on the existence of a phenomenon (i.e.,
in the ON- or OFF-state). Their generalization to the contour
estimation problem is, however, not straightforward due to the
many special constraints associated with the WSN.

More recently, localized methods were proposed in [4] and
[5] to directly extract the information of contour lines from
noisy sensor measurements. These methods require the deploy-
ment of sensor nodes of two types with a two-layer hierarchical
architecture. That is, several expensive sensor nodes form a
coarse-layer network on top of the conventional sensor network.
To build up and maintain this network hierarchy, additional
wireless communication and protocol processing are needed,
which means increased energy consumption. This makes their
approaches less attractive in WSNs. Thus, the objective of this
paper is to develop a new contour line-extraction algorithm
when sensor nodes involved in the contour line extraction are
of the same type.

We propose a statistical approach to estimate the contour
line by exploiting the concept of Delaunay triangular meshes,
which have been applied to WSNs in many areas such as net-
work graph construction [6], deployment [7], coverage [8], [9],
ranging [10], [11], and so on. The main advantage is that
it can localize true contour lines with irregular (or random)
sensor deployment with no predefined hierarchical network
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topology. In addition, to make the contour line possible, the
identification of contour points, which are connected to form
a contour line and will formally be defined later, is necessary.
The locations of the estimated contour points could be erro-
neous due to several reasons, including sensing noise, channel
communication noise, and scarcity of sensor nodes. To address
this problem, an error compensation scheme is developed to
correct the detection errors to some extent so that the fidelity
of the final estimation results can be enhanced. As compared
with the previous works in [4] and [5], the proposed triangular-
mesh-based method is more flexible and robust.

Furthermore, we are also interested in a cross-layer solu-
tion that takes realistic environment settings into account. For
example, to enhance the communication power efficiency, we
may want to avoid excessive data packet retransmission at the
cost of slightly worse system performance (i.e., the accuracy of
extracted contour lines). Another example is that we may apply
the forward error correction (FEC) scheme, which increases the
system complexity in the physical layer, to save transmission
power. Clearly, there exists a tradeoff among system perfor-
mance, communication power, and system complexity. The
proper choice depends on system requirements. Several cross-
layer design issues are examined. Simulation results are given
to demonstrate the effects of various parameters on the overall
system performance. The insights obtained from this paper may
provide good guidelines to system design in the future.

The rest of this paper is organized as follows. The system
model and the model parameters are described in Section II. A
contour line-estimation algorithm based on a triangular mesh
structure in the application layer is described in Section III.
Cross-layer considerations in system design are discussed and
examined in Section IV. Proper parameter settings are dis-
cussed, and simulation results are provided to demonstrate the
system performance in Section V. Finally, concluding remarks
are given in Section VI.

II. SYSTEM MODEL

A. Functionalities of Sensor Nodes, Sinks, and
Remote Base Station

Consider a WSN deployed over a large geographical extent
to monitor a physical phenomenon. Depending on the comput-
ing capability and processing power, two types of nodes are
deployed in the WSN, namely, the sensor nodes and the sinks.
The roles and functionalities of the sensor nodes and the sinks
are described in the following.

1) Sensor Nodes: Each sensor node that is equipped with
an omnidirectional antenna is mainly responsible for data col-
lection, initial data processing, information dissemination, and
data fusion. Each sensor node also acts as a fusion center to
fuse the collected data from the sensor nodes within the probing
range and makes an initial decision. In this paper, the probing
range is defined as the maximum spacing between the fusion
center and the sensor node from which this fusion center can
collect data, as indicated in Fig. 1. In addition, we assume that
the sensor nodes are static.

2) Sinks: The sinks have better computing capability and
processing power than the sensor nodes. They act as bridges

Fig. 1. Measurement collection and information processing procedure in a
WSN.

between the remote base station and the sensor nodes. In
addition, we assume that both the sinks and the remote base
station have the globe view of the entire WSN. That is, the
location information of sensor nodes is assumed to be known
by either the sinks or the remote base station. Either the sinks or
the remote base station helps the sensor nodes to determine their
neighbor nodes by performing Delaunay triangulation [12],
[13] based on the location information sent by the sensor nodes.
Delaunay triangulation will be discussed in detail in Section III.
When the number of the sensor nodes a sink has to handle is
reasonable, the sinks perform Delaunay triangulation.

3) Remote Base Station: The remote base station is mainly
responsible for coordinating sensor nodes and sinks and per-
forms the final data processing. Delaunay triangulation can be
done at the remote base station if this task cannot be handled
by the sinks. It is worthwhile to point out that whether the
Delaunay triangulation is done at the sinks or at the remote base
station, the remote base station always has the overall result of
Delaunay triangulation. This will help the remote base station
perform the contour line-connection algorithm described later.

B. Measurement Collection and Information Processing

The procedure of measurement collection and information
processing is illustrated in Fig. 1. In this paper, this procedure
consists of three steps: 1) local data processing/fusion, 2) data
gathering, and 3) data postprocessing.

1) Local Data Processing/Fusion: Each sensor node is
responsible for monitoring a physical phenomenon and measur-
ing the signal related to this monitored phenomenon. The mea-
sured data collected by the sensor nodes are locally exchanged.
After the exchange of the local measured data among all the
local sensor nodes, each local sensor acts as a fusion center to
fuse the measured data from its sensor nodes within the probing
range and to extract useful local information to help construct
the contour lines of the monitored physical phenomenon.

2) Data Gathering: In the second step, the processed/fused
results are forwarded to a sink or a remote base station via a
data-gathering tree. The data-gathering tree can be constructed
beforehand with the help of the geographic routing protocols
[14]–[16].

Another purpose of the data-gathering tree is to coordinate
the data collection and the data exchange among sensor nodes.
The remote base station sends a command to all the sensor
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Fig. 2. Block diagram of the local data-fusion process.

nodes via the data gathering tree to ask them to measure
the monitored physical phenomenon. After the measurement
period is over, the sampled data are exchanged among sensor
nodes. The procedure of the sensor nodes exchanging their
sampled data is similar to the procedure shown in [17]. The data
exchange starts with those sensor nodes at the very bottom of
the data-gathering tree. Those sensor nodes then ask the sensor
nodes within the probing range to forward the data samples to
themselves. Each sensor node can ask the sensor nodes within
the probing range to forward their data samples only after all of
its child nodes have done so. This procedure continues until it
reaches the sinks.

3) Data Postprocessing: Data postprocessing is the respon-
sibility of the remote base station. In this step, the remote base
station constructs the contour lines based on the processed and
fused data from the sensor nodes via the data-gathering tree.

C. Local Data-Fusion Process

The block diagram of the local data-fusion process in this
paper is depicted in Fig. 2. This process is conducted at each
sensor node in the WSN, regardless of whether it is a leave or
an intermediate node in the data-gathering tree. Highlights of
Fig. 2 are given in the following.

1) Local Data Measurement and Quantization: To ensure
that the data samples measured by the sensor nodes are suffi-
cient to describe the monitored phenomenon, it is assumed that
the largest distance between two adjacent sensor nodes over the
sensor field is smaller than one half of the period of the highest
frequency component of the monitored phenomenon, i.e., the
Nyquist sampling criterion is met. The received measurement
from the ith sensor node within the probing range of a local
fusion center at time k can be written as

Ri(k) = QB [Xi(k)] + nc,i(k) (1)

where QB [·] is a quantization function with 2B levels, where
the number of quantization bits B may vary according to
channel conditions and residual battery power, nc,i(k) is the
equivalent noise component induced by communication errors,
Xi(k) is the data sample measured at time k at the ith sensor
node within the probing range of a local fusion center, which
consists of the sampled signal value of the monitored signal
Si(k) by the ith sensor node within the probing range of a local
fusion center and the sensing error ni(k) at time k, and

Xi(k) = Si + ni(k). (2)

In this paper, we assume that the strength of the monitored
signal is uniformly distributed over [Smin, Smax], and the
measured data sample Xi(k) is quantized to Yi(k) = Smin +
(Δ/2)+(j−1)×Δ if its value falls between Smin+(j−1)×Δ
and Smin + j ×Δ, where j = 1, . . . , 2B is the quantization
level, and Δ is the quantization step.

2) Data Forwarding: Since the communication range of
each sensor node is limited, it may require multiple hops for
the measured data of a sensor node to reach a local fusion
center. For the ith sensor node within the probing range of a
local fusion center, a Ki-hop wireless communication scheme
is used to transmit data collected at this sensor node to this local
fusion center, as shown in Fig. 2. Due to the fading channel and
wireless channel noise, the received data at the local fusion cen-
ter might be corrupted. Thus, a couple of transmissions may be
needed to meet the data quality requirement at the receiver side.
In Section IV, we will discuss related design considerations in
a Ki-hop wireless communication scheme. After receiving the
measured data, the local fusion center performs data fusion to
extract the essential information, which is beneficial for contour
line detection.
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Fig. 3. High-level flowchart of the proposed algorithm.

III. PROCEDURES OF CONTOUR LINE EXTRACTION

This task consists of three steps: 1) triangulation from ran-
domly deployed nodes; 2) contour point determination; and
3) contour line connection. An overview of the proposed con-
tour line estimation algorithm is given in order according to
the high-level flowchart of the proposed algorithm in Fig. 3,
which only highlights the important blocks of the procedures of
contour line extraction.

First, using the Delaunay triangulation, the sinks or the re-
mote base station forms a triangular mesh based on the location
information of the sensor nodes in the system. Generally, the tri-
angulation is conducted only at the beginning of the monitoring
process for static networks. The result of the triangulation will
be stored in the memory for later usage. After the triangulation,
the neighbor nodes of each sensor node in the monitored field
can be identified with ease. The information of the neighbor
nodes of each sensor node helps the remote base station depict
the contour line. In the second step, the local fusion center
determines whether it is the contour point candidate for a
chosen contour line based on statistical inference from the
measured data collected by the sensor nodes within its probing
range. The contour point candidates are those who have the
largest average likelihood value along the direction and the
reverse direction of the gradient, as compared with the sensor
nodes within the probing range. In the third step, the remote
base station connects the detected contour points with lines to
construct the estimated contour line. However, due to the effects
of sensing noise, channel noise, and scarcity of sensor nodes,
detection results might be erroneous. To lessen these effects, an
error-correction scheme is incorporated in this paper as well.
Details of these three steps are given in the following sections.

A. Step 1: Triangular Mesh Construction From Randomly
Deployed Sensor Nodes

Given a set of randomly deployed sensor nodes, we would
like to connect them by a triangular mesh in which each pair

of neighbor nodes is connected by exactly one edge. The
triangular meshes in this paper serve as good references to
determine the location of contour lines of interest. Due to
the limited computation capability of each sensor node, the
triangular meshes are constructed by either the sink or the
remote base station via the Delaunay triangulations. To begin
with, we define the neighbor nodes as follows.

Definition 1—Neighbor Nodes: Two nodes are called neigh-
bor nodes if their Dirichlet regions are adjacent to each other,
where the Dirichlet region of a sensor node located at �pi is
defined as

D�pi
(P ) =

{
�z ∈ IR2 : d(�z, �pi) ≤ d(z, �pj), j �= i, �pj ∈ P

}
where P = {�p1, �p2, . . . , �pM} are the locations of sensor nodes
of consideration, and d(z, �pi) is the Euclidean distance between
point �z and the sensor node at �pi.

The determination of neighbor nodes assists the remote
base station to connect the contour points, which are defined
later, and draw the contour line. In addition, the information
of the neighbor nodes of a sensor node also helps make the
final judgement of whether this sensor node is crucial to the
construction of the contour line.

Based on this definition, one can determine neighbor nodes
using the Voronoi diagram. It is well known that the Delaunay
triangulation is a geometry dual of the Voronoi diagram. Thus, a
direct way to construct a triangular mesh and, hence, determine
the neighbor nodes is to apply the Delaunay triangulation. This
algorithm, which was originally proposed by Green and Sibson
[12] and further modified by Boissonnat and Teillaud [13], is
given in Algorithm 1. See [13] for more details. The average
computation time of the Delaunay triangulation is shown in
Fig. 4. From Fig. 4, we can see that the average computation
time of the Delaunay triangulation is reasonable. Thus, the
sinks in the base station are able to handle the computational
load caused by the Delaunay triangulation (see Fig. 5).
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Fig. 4. Average computation time of the Delaunay triangulation.

Fig. 5. Delaunay triangulation algorithm. (a) Point increment in Step 2.
(b) Triangle update in Step 3.

Algorithm 1 Algorithm for Constructing the Delaunay
Triangulations [13]

Let P = {�p1, �p2, . . . , �pM} be a set of points in a 2-D
plane.
Step 1. Initialization:

Pick any three points, �pi, �pj , and �pk, in set P to form an
initial triangle.
Step 2. Point Increment:

To add point �pm, which is not in the point set of the
current graph, to the graph, we have to verify if there
is any triangle in R(�pm) whose Delaunay circle, which
is the circumcircle of this triangle, contains �pm. If there is,
go to Step 3. This is illustrated in Fig. 5(a).
Step 3. Triangle Update:

Remove all inner edges of region R(�pm), and connect
the vertices of polygon R(�pm) to point �pm such that
several new triangles are formed with �pm as the common
vertex. This is illustrated in Fig. 5(b).
Step 4. Iteration:

Iterate Steps 2 and 3 until all points in P have been
added to the graph.

Fig. 6. Contour line crossing the neighborhood of a target sensor node, where
a contour point candidate is shown in the middle of the top row, whereas the
others are not contour point candidates.

B. Step 2: Determination of Contour Point Candidates

In this section, we will elaborate how the data are fused at the
local fusion sensor. Let us start with defining the contour point.
A contour point can be viewed as a generalized edge node [3]
and defined as follows.

Definition 2—Contour Point: If the distance between a con-
tour line of interest and a sensor node is less than r, then the
sensor node is said to be a contour point for this contour line,
where r is called the tolerance range.

With this definition, we can develop a statistical method to
infer the probability for a sensor node of being a contour point,
which is called the contour point probability. This probability
also enables us to determine when a sensor node should enter
the sleep mode and when it should be awake. Those sensor
nodes with lower contour point probabilities can switch to
sleep mode for power saving, and they will not participate in
any further calculation until the next estimation cycle begins.
On the other hand, those sensor nodes with higher contour
point probabilities stay awake and help estimate the con-
tour line.

Five possible scenarios for a contour line to cross the neigh-
borhood of a sensor node are illustrated in Fig. 6, where
R is the probing range (or data collection range), r is the
tolerance range, and the gray and white triangles represent
sensor nodes with their signal values smaller and larger than
that of the contour line of interest (called the target contour
line), respectively. As we can see from Fig. 6, a sensor node
can be a contour point candidate if and only if those sensor
nodes inside the tolerance range and inside the probing range
can be divided into two separate and distinct groups by the
target contour line, as illustrated in the middle part of the
top row in that figure. In that illustration, one group consists
of those sensor nodes with signal values that are larger than
that of the target contour line, and the rest fall into the other
group. There is no overlapping between these two groups. This
observation motivates us to formulate and calculate the contour
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point probability of a sensor node, as derived in the following
sections.

1) Derivation of Contour Point Probability: Let E1 be the
event that a certain sensor node (which is called a target sensor
node hereafter) is a contour point, and let E0,r (or E0,R) be
the event that the contour line of interest does not cross the
tolerance range (or the probing range). Assume that there are
N sensor nodes within the probing range of a target sensor
node with N observations. These N observations are then
sorted according to the distances between sensor nodes and
the target sensor node in ascending order and are denoted by
Y1(k), . . . , YN (k). Recalling from Fig. 2, we have

Yi(k) = QB [Xi(k)] (3)

where Xi(k) is defined in (2). Given Y1(k), . . . , YN (k), the
conditional probability for a target sensor node to be a contour
point can be calculated by

P {E1|Y1(k), . . . , YN (k)}
= [1− P {E0,r|Y1(k), . . . , YNr

(k)}]
× [1− P {E0,R|YNr+1(k), . . . , YN (k)}]

=

[
1−

Nr∏
i=1

P {Si(k) > μ|Yi(k)}

−
Nr∏
i=1

P {Si(k) < μ|Yi(k)}
]

×
[
1−

N∏
i=Nr+1

P {Si(k) > μ|Yi(k)}

−
N∏

i=Nr+1

P {Si(k) < μ|Yi(k)}
]

(4)

where μ is the signal value of the target contour line, Nr is the
number of sensor nodes inside the tolerance range of a target
sensor node, and

P {Si(k) > μ|Yi(k)} =

∞∫
μ

f (S|Yi(k)) dS

=

∫∞
μ P (Y |S)f(S)dS∫∞
−∞ P (Y |S)f(S)dS

∣∣∣∣∣
Y =Yi(k)

(5)

P {Si(k) < μ|Yi(k)} =

μ∫
−∞

f (S|Yi(k)) dS

=

∫ μ

−∞ P (Y |S)f(S)dS∫∞
−∞ P (Y |S)f(S)dS

∣∣∣∣∣
Y =Yi(k)

. (6)

Recall that Si(k) is uniformly distributed over [Smin, Smax].
Hence, (5) and (6) reduce to

P {Si(k) > μ|Yi(k)} =

∫ Smax

μ P (Yi(k)|S) dS∫ Smax

Smin
P (Yi(k)|S) dS

(7)

P {Si(k) < μ|Yi(k)} =

∫ μ

Smin
P (Yi(k)|S) dS∫ Smax

Smin
P (Yi(k)|S) dS

. (8)

Fig. 7. Example of a missed contour point.

Further simplification of (7) and (8) requires the conditional
probability P (Yi(k)|S). Since QB [·] is not a linear function, the
statistical properties of Yi(k) cannot easily be obtained from
the linear combination of Xi(k) directly. However, recall that
Xi(k) is quantized to Yi(k)=Smin+(Δ/2)+(i−1)×Δ if its
value falls between Smin+(i−1)×Δ and Smin+j×Δ, where
i = 1, . . . , 2B is the quantization level, and Δ is the quantiza-
tion step. Based on this, we are able to compute the conditional
probability P (Yi(k)|S). Let ni(k) be the zero-mean Gaussian
white noise with variance σn. Then, P (Yi(k)|S) can be
calculated by

P

(
Yi(k) =

(
Smin +

Δ
2

)
+ (j − 1)×Δ

∣∣∣S)
= P {Smin + (j − 1)×Δ < Xi(k)

≤ Smin + j ×Δ |S}
= P {Smin + (j − 1)×Δ− S < ni(k)

≤ Smin + j ×Δ− S |S}

= Q

((
Yi(k)−Δ

2

)−S

σn

)
−Q

((
Yi(k)+ Δ

2

)−S

σn

)
(9)

where Q(·) is the tail probability of a standard Gaussian distrib-
ution. The value of σn can locally be estimated using long-term
noise power estimation.

By calculating (5)–(9), we can determine the probability for
a target sensor node to be a contour point of signal level T
based on quantized measurements Yi(k) via (4). If the quality
of the received data Yi(k) is poor, the estimation performance
may degrade due to data distortion. In this situation, the data
diversity (i.e., more data obtained from different sensor nodes)
can be used to enhance the performance. In addition, note that
if ni(k) is white but non-Gaussian, then P (Yi(k)|S) can be
computed by

P

(
y =

(
Smin +

Δ
2

)
+ (i− 1)×Δ |S

)

=

Smin+i×Δ−S∫
Smin+(i−1)×Δ−S

fn(t) dt (10)

where fn(t) is the probability density function of this non-
Gaussian noise.

2) Correction Due to Sparse Deployment: When the sensor
deployment is sparse, there is a possibility that a contour point
may not be detected, even if the contour line of interest does
cross its tolerance range, as shown in Fig. 7, where r is the
tolerance range, and dr is the distance between the target sensor
node and its farthest sensor node inside the tolerance range.



LIAO et al.: APPROACH TO CONTOUR LINE ESTIMATION IN WSNs WITH PRACTICAL CONSIDERATIONS 3585

In this scenario, the target node fails to detect the contour line
of interest, because the contour line passes through the slashed
area, and those sensor nodes within the tolerance range in this
scenario cannot be separated into two distinct groups by the
contour line. To address this problem, the probability in (4) has
to be modified. The probability of the existence of a contour
line in the tolerance range is modified to the probability that the
contour line does not pass the slashed region in the tolerance
range, and not all sensor nodes within this range have signal
values lower than T . Hence, this probability is

(1− P {E0,r |Y1(k), . . . , YNr
(k)})×

(
1− PP,r(dr)

)
where

PP,r(dr) =
(

dr

r

)2Nr

×
(

r − dr

r

)
. (11)

Since dr < r, PP,r(dr) becomes smaller when Nr is larger. In
other words, the missed probability can be reduced if the sensor
density is higher.

A similar scenario could happen in the probing range of a
target sensor node. In such a scenario, the probability of the
existence of a contour line in the probing range is modified to

(1− P {E0,R |YNr+1(k), . . . , YN (k)})× (1− PP,R (dR))

where dR is distance between the target sensor node and the
farthest sensor node in the probing range, and

PP,R(dR) =
(

dR

R

)2N

×
(

R− dR

R

)
. (12)

Consequently, the probability for a sensor node to be a contour
node can be modified and shown as

P̃ {E1 |Y1(k), . . . , YN (k)}
=
[
(1−P{E0,r |Y1(k), . . . , YNr

(k)})×(1−PP,r (dr))
]

×
[
(1−P{E0,R |YNr+1(k), . . . , YN (k)})(1−PP,R (dR))

]
.

(13)

It is worthwhile to point out that when dr = r and dR = R, (4)
and (13) coincide.

3) Further Screening of Contour Point Candidates: Sensor
nodes with high contour point probabilities, as calculated in (4)
or (13), serve as good contour point candidates. We can further
screen these candidates. Before that, first, we define that the
spatial average log-likelihood estimate of the sensor node χ(�p0)
located at �p0 can be computed via

L�p0(k) = C1 − C2

N + 1

N∑
�=0

(
Xχ(�p�)(k)− μ

)2
(14)

where χ(·) is a function that maps the location of a sensor node
to its index, and its C1 and C2 are arbitrary values, which would
not affect the system performance, Xχ(�pl)(k) is the data sample

measured by the �th sensor node at time k, � = 0, 1, . . . , N , and
μ is the signal value of the contour line of interest.

From the definition of the spatial average log-likelihood
estimate, when a sensor node is close to the contour line of
interest, its spatial average log-likelihood estimate should be
large. Hence, from this observation, a target sensor node is a
true contour point if it possesses the largest spatial average log-
likelihood estimate, as compared with its neighbor nodes along
the positive and negative gradient directions. In other words,
we can compute the gradient direction and the spatial average
log-likelihood estimates for sensor nodes along this direction to
screen these candidates.

Suppose there are N sensor nodes within the probing range
of a target sensor node, where N is dependent on the deploy-
ment of sensor nodes. The gradient direction at a target sensor
node with location �p0 can be estimated via

�̂θ(�p0)=
[
H(�p0, N)TH(�p0, N)

]−1
H(�p0, N)TZd(�p0, N) (15)

where Zd(�p0, N) is an N × 1 vector whose ith element
is (Xχ(�pi)(k)−Xχ(�p0)(k))/|�pi − �p0|, H(�p0, N) is also an
N × 1 vector whose ith element is (�pi − �p0)/|�pi − �p0|, �pi’s,
i = 1, 2, · · · , N are the spatial coordinates of those sensor
nodes within the probing range of the target sensor node �p0

within the probing range, Xχ(�p0)(k) is the data sample of
the target sensor, and Xχ(�pi)(k) for i = 1, 2, . . . , N are data
samples of the sensor nodes within the probing range of the
target sensor node. Our goal now is to find two special neighbor
nodes along the positive and negative gradient directions at
this target sensor node and compare their spatial average log-
likelihood estimates with the target sensor node. With the
knowledge of the Delaunay triangulation structure, we can
obtain the information of the neighbor nodes of the target sensor
node. Let �pai

be the coordinate of the ith neighbor node for
i = 1, 2, . . . , L, where L is the total number of neighbor nodes
of the target sensor node.

Then, we can calculate the inner product of the estimated unit
gradient vector and the following unit vector:

�pai
− �p0

|�pai
− �p0| , i = 1, . . . , L (16)

and choose neighbor nodes resulting in the largest or smallest
values of this inner product along the direction and the reverse
direction of the gradient at this target sensor node, respectively.
After finding these two neighbor nodes, we compare their
spatial average log-likelihood estimates with that of the target
sensor node. If the target sensor node possesses the largest
value, then it is more likely to be the desired contour point.
The overall contour point candidate algorithm is outlined in
Algorithm 2.

Algorithm 2 Contour Point Candidate Algorithm
Step 1. Initialization.

A. Construct the data-gathering tree.
B. The sinks/remote base station acquires location

information of sensor nodes.
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C. Sinks/remote base station constructs the Delaunay
triangulations.

D. Neighbor nodes of each sensor node are determined.
Step 2. Collection data.

A. The remote base station sends a command to initiate
the data-collection process.

B. Each sensor node starts to measure the monitored
physical phenomenon.

C. Sensor nodes at the very bottom of the data gathering
tree begin ask the sensor nodes within its probing
range to forward the data samples to themselves. A
sensor node can ask the sensor nodes within its
probing range to forward the data samples only after
all its child nodes along the data gathering tree have
done so.

D. This process continues until all the sensor nodes
have collected their necessary data.

Step 3. Contour point candidates.
A. Calculation of contour point probability of each

sensor node.
Case 1: Dense deployment of sensor nodes.

The contour point probability of a sensor node can
be calculated via (4)–(9).

Case 2: Sparse deployment of sensor nodes.
The contour point probability of a sensor node can
be calculated via (5)–(9) and (11)–(13).

B. Determination of contour point candidates. When
the contour point probability of a sensor node is
greater than a certain threshold, this sensor node is
classified as a contour point candidate.

Step 4. Screening of contour point candidates.
A. Use (15) to calculate the unit gradient vector at a

target sensor node.
B. Use (16) to compute the vectors between the target

sensor and its neighbor nodes.
C. Find the inner products between the unit gradient

vector and vectors found in 4.B.
D. Search two neighbor nodes yielding the largest and

the smallest values found in 4.C.
E. Find the likelihood values (14) of the target sensor

node and those two nodes found in 4.D.
F. A target sensor node is a true contour point candi-

date if and only if it has the largest likelihood value
compared to those two sensor nodes found in 4.D.

Step 5. Termination.
Information of contour point candidates is sent back to

the remote base station via the data-gathering tree for
contour line connection.

C. Step 3: Contour Line Connection

In the third step, we attempt to connect the detected contour
points with lines. The basic idea can be stated as follows. To ini-
tialize, we choose a node from the list of unprocessed contour
points with the largest average likelihood value and look for its
neighbor nodes in the unprocessed list. Among all the neighbor
nodes, we choose the one that has a connection direction that is
perpendicular to the estimated local gradient direction as much

as possible. The above connection process is repeated until all
the nodes in the list of unprocessed contour points are con-
nected or until no further connection can be made. Sometimes,
the current node does not have any neighbor node in the un-
processed list but has a two-hop neighbor node in the list. Then,
we accommodate this case and make the connection as well.

A detailed description of the contour line connection al-
gorithm is given in Algorithm 3. With the proposed contour
line connection algorithm, errors resulting from the two-hop
missing (disconnections) and the one-hop false alarm (improper
branches) can be corrected if the detected contour points do not
contain two successive errors and the estimation error of local
gradients is small. This algorithm can yield two or more contour
lines if they are separated by at least three hops away from each
other.

Algorithm 3 Contour Line Connection Algorithm
Step 1. Initialization.

Choose a node with the largest average log-likelihood
value from the list of unprocessed contour points, which is
denoted by Lucn, as the head point of the current contour
line segment.
Step 2. Connection point search.

We use C to denote the current node under processing,
which belongs to the contour line segment S. Check
whether C has any neighbor node in Lucn.

Case 1: No. Check if C has any two-hop neighbor node
that is in Lucn.

A. No. C is the end node of segment S,
Lucn = Lucn/{C}, and go to Step 3.

B. Yes. Look for the intermediate node that connects
C and its two-hop neighbor nodes and is nearly
perpendicular to the estimated local gradient.
i) No. C is the endpoint of S, Lucn = Lucn/{C},

and go to Step 3.
ii) Yes. Denote this intermediate node by M , C

and M are points for segment S, Lucn =
Lucn/{C}, C ←M , and go to Step 2.

Case 2: If there is one, denote this node by M , and check
if the connection direction is adequate.

A. Yes. C is a point in segment S, Lucn = Lucn/{C},
C ←M , and go to Step 2.

B. No. C is the endpoint of segment S, Lucn =
Lucn/{C}, and go to Step 3.

Case 3: If there are two or more, we look for the node
that has a proper connection direction.

A. If there is a proper one denoted by P , C is a point
in segment S, Lucn = Lucn/{C}, C ← P , and go
to Step 2.

B. If there is no proper one, C is the endpoint of
segment S, Lucn =Lucn/{C}, and go to Step 3.

Step 3. List checking.
Check whether segment S contains only C. If yes,
Lucn = Lucn

⋃{C}.
Step 4. Termination.

Check if there is any unprocessed contour point in Lucn.
If yes, go to Step 1. Otherwise, connect all obtained
contour segments, and terminate.
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Fig. 8. Tolerance range of the true contour line.

Finally, before we leave this section, it is worthwhile to
mention that the proposed algorithm is capable of constructing
a contour line that lies within the tolerance range of the true
contour line when the information is reliable and its amount is
sufficient. The tolerance range is the area between two dotted
lines (Lines 1 and 2), as shown in Fig. 8. The width between
these two dotted lines is dependent on the tolerance range of
a sensor node. If one would like to find a finer contour line, it
can be done by choosing a smaller tolerance range of a sensor
node r. In addition, the constructed contour line found by the
proposed algorithm is deemed to be a good contour line, as long
as this constructed contour line is contained in this area.

IV. DESIGN CONSIDERATIONS AND

PARAMETER MODELING

In addition to the proposed algorithm for contour-line con-
struction, we will investigate some issues that have an impact
on the proposed algorithm in this section, such as how to
model key parameters in the sensor system, how the physical
(PHY) and medium access control (MAC) layers interact, how
to mitigate the distortion due to channel effect, how to for-
ward data, how to achieve power efficiency, and so on. These
investigations and parameter selections make the WSN under
consideration close to reality. As to some parameters, we will
demonstrate their impact on the proposed algorithm through
simulation.

A. Parameter Modeling When Considering the MICA2 Mote

In this paper, we consider a real-world sensor system to
shed some light on how to model and choose key parameters
in sensor systems. From the data sheet of the MICA2 mote
[18], the barometric pressure, the humidity, and the temperature
sensors have around ±1.5\%, ±3.5\%, and ±0.5 ◦C sensing
errors, respectively, at the temperature of 25 ◦C. Through some
manipulations, it is easy to find out that the signal-to-noise ratio
(SNR) with respect to sensing noise is greater than 29 dB.

The simplified unit-disk graph model is adopted in the most
previous work, where the channel noise effect is neglected.

However, the link quality can seriously be affected by channel
attenuation in practice. This is particularly true when the link
distance is in the transitional region [19]. According to [20],
the radio chip of the MICA2 mote Chipcon CC1000 has a noise
figure of 13 dB and equivalent bandwidth of 30 kHz. Given the
ambient temperature of the receiver, the channel noise power
can be calculated by [21]

Pn = (F + 1)kT0B

where F is the noise figure (in the real number scale), k is
Boltzmann’s constant, T0 is the ambient temperature, and B is
the equivalent bandwidth. If the ambient temperature is 25 ◦C,
then the channel noise power is −115.87 dBm, whereas the
maximal transmission power of the MICA2 mote is 5 dBm [20].

The log-normal shadowing model provides high accuracy in
modeling the multipath channel between sensor nodes [22]. It
can be written as

PL(d) = PL(d0) + 10n log10

(
d

d0

)
+ Xσ

where PL(d) denotes the path loss at distance d, d is the link
distance, d0 is the reference distance, n is the path loss expo-
nent, and Xσ is a zero-mean Gaussian random variable with
variance σ2. Consider the case with n = 4, PL(d0) = 55 dB,
d = 25 m, and d0 = 1 m. Then, the average SNR at the receiver
is 9.95 dB. If the link distance d is equal to 20 m, then the
SNR increases to 13.83 dB. This shows that the distance and
the channel noise have a great impact on the SNR.

Two observations are made here. First, the channel noise and
the link distance could lead to significant data degradation if the
packet retransmission mechanism and the FEC are not adopted
in the MAC and PHY layers, respectively. Second, based on
the model in (1), a proper data-fusion algorithm is required
to mitigate the effect coming from the data distortion and to
enhance the received data quality. These two issues will be
handled with care in the following section.

B. PHY and MAC Layers

1) Overall BER of a K-Hop Data Transmission Path: Con-
sider a K-hop data transmission path where the ith hop is a
binary symmetric channel with bit error rate (BER) Pi(E),
1 ≤ i ≤ K. The overall BER of a K-hop data transmission path
can be calculated as

PK−hop(E) = 1−
K∏

i=1

(1− Pi(E)) (17)

where PK−hop(C) is the probability of correct detection of the
entire path. Since each item of the product in the right-hand-
side of (17) is less than 1, the overall BER becomes larger as
the hop number K increases. In addition, the overall BER is
dominated by the worst link. If all single-hop links have the
same BER, then the overall BER of this K-hop path becomes

PK−hop(E) =
K∑

i=1

(
K

i

)
· (−1)i+1 × P (E)i. (18)
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The BER of each hop varies according to the wireless chan-
nel condition, the modulation, and the applied FEC schemes. It
can be determined by using the Eb/N0-to-BER mapping, where
Eb is the energy per bit, and N0 is the power density of channel
noise. Furthermore, Eb/N0 can be found by

Eb

N0
= SNR− 10× log10

(
bit rate

bandwidth

)
(in decibels) (19)

where SNR is the ratio of the transmitted bit power to the
channel noise power.

For layers higher than the physical layer, the packet reception
rate (PRR) is of concern. If the error of each bit in a packet
is independent, the PRR of a K-hop transmission can be
calculated from the BER by [19]

PRRK−hop = [1− PK−hop(E)]8f (20)

where f is the packet size (in terms of the byte number).
The independent bit error assumption usually holds if a proper
interleaving scheme is adopted.

2) Practical Consideration When Considering the MICA2
Mote: We take the noncoherent Binary Frequency Shift Keying
(BFSK) modulation, which is used in the MICA2 mote, over
the Rayleigh fading channel without FEC as an example. The
relationship between BER and Eb/N0 for noncoherent BFSK
modulation is

BER =
1

2 + Eb/N0
.

The BER is around 10−3 at Eb/N0 ≈ 30 dB [23]. When
the packet size is 100 B,1 the average attempts of one-hop
transmission of a packet to achieve error-free reception is 2.23.
As the packet size increases, this number exponentially grows
and incurs a greater demand on communication power per hop.
Considering now that we have a path consisting of many hops,
if the packet size is larger, then we would need an incredibly
large amount of power just to have a packet that is correctly
received at the intended receiver.

3) Approaches to Reduce Communication Power: There are
two methods to lower the communication power consumption.
One option is to adopt FEC in the PHY layer, such as the convo-
lutional codes [24] at the expense of higher system complexity,
including both computational complexity and memory storage,
and overhead. The other possible solution is to develop a robust
algorithm to handle the erroneous data in the application layer.
That is, if the algorithm is willing to accept distorted data and
to sacrifice performance a little bit, then the average number
of transmission attempts to have a packet successfully received
at the next hop decreases, and less communication power is
needed. To incorporate this notion into PRR, let PAE be the
acceptable BER of an algorithm, and then, the corresponding
acceptable PRR can be expressed as

PRRK−hop,A

=
{

[1−PK−hop(E)+PAE ]8f , if PK−hop(E)>PAE

1, otherwise.
(21)

1The packet size ranges from 9 to 127 B in the MAC layer of the
IEEE 802.15.4 standard.

When PAE = 10−3, and the BER is around 10−3, the average
number of transmission attempts reduces to 1, which is much
less than 2.23 as previously derived. Both options can reduce
the demand on the communication power and have their own
pros and cons. In this paper, we adopt the second option to
reduce the demand of communication power as well as system
complexity. Further, in this paper, we assume that only channel
variation can cause the BER without taking the other effect,
such as congestion and collision, into account. The assumption
is based on the adoption of the spread-spectrum technology in
the sensor nodes [25]–[27]. When the spreading code is long
enough, the interference between the two signals is low. When
the number of spread signals is large, multiaccess interference
(MAI) can be modeled as a Gaussian noise, and it only affects
the noise level of the received signal. This causes a rise of BER
and an increase PRR. Thus, the PRR on which the proposed
algorithm is based is reasonable, even when the number of
concurrent signals is large.

C. Network Layer

Due to limited communication power, there is a good chance
that the direct communication between two sensor nodes is
not feasible. When this happens, a routing path should be
established prior to the beginning of data exchange. Two
issues are of importance when designing routing protocols
in WSNs: power efficiency and scalability. There have been
several routing protocols with special emphasis on power ef-
ficiency [28]. To deal with scalability, the geographical infor-
mation should be taken advantage of as pointed out in [29]
and [30], which can be inferred by sensor localization algo-
rithms [31]–[35] or GPS [36], [37]. How to acquire the location
information is beyond the scope of this paper. See [31]–[37] for
further information. In this paper, we assume that the location
information of a sensor node is always available without error.

The geographical routing protocols make use of the geo-
graphical information and promise to be scalable and fault
tolerant. Several geographic routing protocols based on dif-
ferent local metrics [14]–[16] were proposed. Karp and Kung
[14] presented the Greedy Perimeter Stateless Routing (GPSR)
routing protocol that has inspired quite a few geographic rout-
ing algorithms in recent years. GPSR uses the hop count as
a local metric for route decision. Nevertheless, the hop count
alone cannot reflect the true situation that a packet faces during
transmission along the chosen route. Hence, Lee et al. [15] and
Li et al. [16] used more realistic local metrics to replace the hop
count with functions of PRR and power dissipation. Adopting
their metrics, the data are forwarded along the route with the
best link quality or the highest power efficiency.

In our system, prior to the dissemination of the data request,
sensor nodes within the probing range of a data-requesting
node are notified of the probing range and the geographical
information of this data requesting node. Upon receiving the
data request, these sensor nodes can decide whether they should
send their measurements back to the data-requesting node for
contour point inference. When they do, the requested data will
be forwarded back to the data-requesting node via the route
specified by the geographical routing protocols in [15] and [16].
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Fig. 9. Performance comparison of contour point inference parameterized by
BERs, where the x-axis is the distance from the target sensor node to the
contour line of interest, and the y-axis is the probability to be detected as a
contour node when the sensor density is ten nodes per unit square.

V. SIMULATION RESULTS

A. Contour Point Inference

The effects of different system parameters on the perfor-
mance of contour point inference, as studied in Section III-B,
are investigated. In our simulation, the sensing noise power σ2

n

is 30 dB less than the signal power K = 1, the tolerance range
r = 0.5, and the probing range R = 0.75. The signal is chosen
to be a linear function from Smin = 0 to Smax = 10 along the
x-axis with a constant slope of 1. The number of quantization
bits for each measurement is 10, i.e., there are 210 quantization
levels. We attempt to detect the contour line with the signal
value μ = 5. Note that each BER value has its corresponding
PAE according to (21) in the following experiments.

1) Effect of BER: The performance comparison over wire-
less channels under different BERs is given in Fig. 9, where
the sensor density is ten nodes per unit square, the x-axis
is the distance from the target sensor node to the contour
line of interest, and the y-axis is the probability that a target
sensor node is to be detected as a contour point. The negative
and positive values mean that the target node is located at
the left- and right-hand side of the contour line. The dotted
line represents the performance of an ideal case, where all
measurements are perfect, and the sensor density is sufficiently
large. As shown in the figure, the curves under different BERs
all deviate from the ideal case. A higher local BER makes the
system to include more sensor nodes, which are relatively less
likely to be the contour point, in the candidate list and, thus,
induce larger power waste of the network.

The two curves with BER = 0 and 10−3 almost coincide.
That means that the performance becomes saturated when
BER = 10−3 and smaller BERs will not perform better. This
helps us to determine the requirement of the data qual-
ity at the MAC layer to be BER = 10−3 and PAE = 10−3

when the number of quantization bits for the measurement is
10 bits.

2) Effect of Sensor Density: The probabilities that a target
sensor node is to be detected as a contour point under different

Fig. 10. Performance comparison of contour point inference with different
sensor node densities when BER = 10−3.

sensor densities are shown in Fig. 10 when BER = 10−3 and
PAE = 10−3. It is obvious that a higher sensor density yields
better performance. This is due to the increase in the amount
of available sensor data, which can provide more useful infor-
mation to the target sensor node to mitigate the impact of noise
interference on the calculation of contour point probability so
as to increase the discriminability of the contour points. The
performance gain after the node density of ten nodes per unit
square is marginal. Thus, the node density of ten nodes per unit
square seems to be a sensible choice.

B. Contour Line Estimation

A sensor field of dimension 4× 4 with sensor density of
ten nodes per unit square is adopted in the simulation. Unless
specified otherwise, we set r = 0.5 and R = 0.75. A cone-
shaped function, which is defined by its slope and base radius
over a 2-D plane, is used to model the monitored physical
phenomenon. The impact of the sensor density, the local slope
of the monitored phenomenon, and the curvature of the contour
line, which is the reciprocal of the base radius, will be investi-
gated. We attempt to localize the contour line with signal level
μ = 5. Different parameter settings such as BER and quantiza-
tion levels are compared to evaluate how cross-layer parameters
affect the performance in this section. The default number of
quantization bits for each measurement is 10, i.e., there are 210

quantization levels. Based on the discussion in Section II, the
sensing noise level is 30 dB smaller than the signal level. We
are interested in a contour of signal value μ = 5.

1) Effect of Curvature: When monitoring a physical phe-
nomenon, we do not expect that the contour of the monitored
event is smooth. Thus, we would like to know how well
the proposed contour line estimation algorithm adapts to the
change of direction of a curve. To this end, we conduct the
experiment of the proposed contour line-estimation algorithm
under different curvatures. It is well known that the curvature
reflects how smooth a curve is [38]. When the variation of the
direction of the unit tangent vector of a point in a curve is small,
the curvature is small. However, when that variation is large, the
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Fig. 11. Simulation results of contour line estimation with (a) local curvature = 1/3 and (b) local curvature = 1/2.7.

curvature becomes large. Hence, it is a reasonable choice to test
the proposed contour line-estimation algorithm under different
curvatures and see how the proposed algorithm behaves.

The performance of the proposed contour line estimation al-
gorithm is evaluated under different curvature values in Fig. 11,
where BER = 0, and the local slope of the contour line is 1.
In this figure, circles represent the deployed sensor nodes,
squares represent the estimated contour points, and bold solid
lines represent the estimated contour lines. Moreover, the true
contour line is represented by a bold dashed line, and its
tolerance range is bounded by two dotted lines. As observed,
when the curvature becomes higher, the performance degrades
if the sensor density is kept the same. This can be explained by
the fact that the sensor density is not high enough to provide
good contour line estimation results when the curvature is too
large. The large circle in Fig. 11(b) illustrates the limitation of
the proposed contour line connection scheme. Only a gap of one
hop can be compensated in the algorithm. The reason for this
large circle in Fig. 11(b) is as follows. As stated in the previous
paragraph, a large curvature of a point in a curve means that
there is a sudden change in direction at that point. Thus, when
the deployed sensor nodes around that point are scarce, this
rapid change in direction causes the contour line of interest at
that point not in the probing range and the tolerance range of
sensor nodes around that point and leads to no contour point
candidates to be declared.

To give a more specific rule for system design, we can
consider the following parameter:

Rg =
√

DS

κ
(22)

where DS is a local sensor density, and κ is a local curvature of
the contour of interest. This parameter is newly proposed in this
paper, and the physical meaning of this parameter is the average
number of sensor nodes per unit curvature. If this value is small,
then it is hard for the deployed sensor network to estimate the
contour lines. When DS = 10 and κ = 1/2.7 = 0.37, parame-
ter Rg ≈ 8.54. In this case, the estimated contour points cannot
fully be connected by lines, as shown in Fig. 11(b). When

DS = 10 and κ = 1/3 = 0.33, parameter Rg ≈ 9.49. In this
case, all the estimated contour points are connected by lines, as
shown in Fig. 11(a). Thus, a rule of thumb is that parameter Rg

should be 9 or higher to provide good contour line estimation
in the example shown in Fig. 11.

2) Effect of Local Slope: Along the gradient direction of a
contour line, we may have different local slopes at different
locations. Intuitively, if the local slope is larger, it will be easier
to detect the contour line. This is supported by our simulation.
The performance of contour line detection with two different
local slope values is shown in Fig. 12, where the local curvature
is κ = 1/3, and BER = 0. We see that good performance can
be achieved when the local slope is 1. However, when the
local slope is 0.5, the proposed contour-connection scheme
fails. When the slope becomes smaller, it makes the average
likelihood estimation less accurate due to the noise effect. Let
us recall the spatial average log-likelihood estimate, which is

L�p0(k) = C1 − C2

N + 1

N∑
�=0

(
Xχ(�p�)(k)− μ

)2
where Xχ(�pl)(k) is the data sample measured by the �th sensor
node at time k, � = 0, 1, . . . , N , which consists of the signal of
desired and the noise. When the local slope is small, the signal
of desire perceived by the neighbor sensor nodes of a target is
of similar value, and their data samples are then dominated by
their respective noises. Thus, when the sensor density is low,
this will cause the proposed algorithm to screen out the true
contour point candidate and make errors during the step of the
construction of the contour line at the remote base station. To
improve the performance in the area of a smaller local slope,
we have to increase the sensor density to mitigate the effect of
noise and increase the accuracy of the proposed algorithm.

3) Effect of BER: As shown in Fig. 9, the proposed algo-
rithm works well where BER = 0.001. We show the contour
connection results in Fig. 13 at the same BER, where the
local curvature is 1/3, and the local slope is 1. It is clear that
the proposed algorithm provides a good result under such a



LIAO et al.: APPROACH TO CONTOUR LINE ESTIMATION IN WSNs WITH PRACTICAL CONSIDERATIONS 3591

Fig. 12. Simulation results of contour line estimation with (a) local slope = 1 and (b) local slope = 0.5.

Fig. 13. Simulation results of contour line estimation with BER = 0.001 and
PAE = 0.001.

setting. The tradeoff between different system parameters will
be discussed in Section V-C.

4) Effect of Imperfect Location Information: We let �pi,est be
the estimated location of sensor node i, and let �pi be the true
location of this sensor node, i.e.,

�pi,est =
[

1 + λux 0
0 1 + λuy

]
�pi

where ux and uy are two independent uniform random variables
over [−0.5, 0.5], and λ is between 0 and 1. A larger λ means that
the location information is less reliable. In this paper, we let the
local slop be 1 and the local curvature be 1/3. The imperfect
localization causes the proposed algorithm to select a contour
point candidate that is outside of the tolerance range of the true
contour line, which is the area within the two dotted line in
Fig. 8. This wrong selection leads to the wrong contour line
estimation. Hence, we would like to look at the probability
of the contour point candidate as within the tolerance range
of the true contour line. This probability reflects how well the
proposed algorithm chooses the contour point candidate when

Fig. 14. Probability of the contour point candidate is within the tolerance
range of the true contour line.

the location information is not perfect. That is, the higher this
probability is, the more likely the contour point candidates are
contained in the tolerance range of the true contour line. This, in
turn, implies that the constructed contour line can be within this
area with high confidence. Fig. 14 shows this probability under
different values of BER. From Fig. 14, we find that as the BER
increases, the impact due to imperfect localization becomes
noticeable. When BER = 0, the proposed algorithm functions
well up to λ = 0.1. However, when BER = 10−2, the maximal
tolerable value of λ is 0.02. In addition, from this figure, the
results for BER = 0 and BER = 10−3 are comparable. Thus, as
long as we keep BER smaller than 10−3, the proposed algorithm
can properly operate. We would like to make a comment here.
In many state-of-art localization approaches [34], the probabil-
ity that the estimation error is smaller than λ = 0.1 is as high as
0.85 when the noise variance is small and 0.75 when the noise
variance is large. Therefore, when BER = 0 or 10−3, most
of time, the estimated localization information is correct, and
the proposed algorithm can still function well. In addition,
when λ = 0.2 and BER = 0 or 10−3, the probability that the
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Fig. 15. Pdiffer under different BERs.

contour point candidates are within the tolerance range of the
true contour line is around 0.997, as shown in Fig. 14. Since
almost all the contour point candidates are inside the tolerant
range, the estimated contour line can still predict the tendency
of the true contour line. In this case, when adopting [34], the
probability that the estimation error is smaller than λ = 0.2
is close to 0.9, regardless of the noise level. From these, the
proposed algorithm can still operate well when the existing
localization algorithms are adopted for localization estimation.

5) Effect of Packet Loss/Buffer Overflow: Buffer overflow
and packet loss reduce the amount of information that a fusion
center can tap. To emulate the effect of packet loss or buffer
overflow, we randomly drop the available data packets of a
target sensor sent by all the sensor node within its probing
range. Let Pdrop be the probability of a packet being dropped.
In this case, the contour point candidates are always within the
tolerance range of the true contour line. Thus, we would like to
compare the contour point candidates in this case with those
found in the perfect case, namely, BER = 0 and Pdrop = 0.
The reason we compare the result here against the perfect case
is that when the location information is perfect, the optimal
contour point candidates are those found in the perfect case.
Thus, comparing with the perfect case enables us to realize
how good the chosen contour point candidate in this case is.
First, we define the following. Let Λdrop be the set of contour
point candidates found in this case, and let Λperfect be the set
of contour-point candidates found in the perfect case. Based on
this, we define the probability of contour-point candidates that
Λdrop and Λperfect differ as

Pdiffer = 1− |Λdrop

⋂
Λperfect|

|Λperfect|
where | · | is the cardinality of the argument set. The comparison
is shown in Fig. 15. Again, in this experiment, we let the local
slop be 1 and the local curvature be 1/3. From Fig. 15, Pdiffer

does not change much as Pdrop increases for all BERs. This
shows that the impact of packet loss or buffer overflow on the

Fig. 16. Parameter Rg versus the local slope under different BERs.

performance of the proposed algorithm is mild compared with
that of imperfect localization. The reason for this is as follows.
When packet loss or buffer overflow occurs at a sensor node,
the perception of this sensor node about the deployment of
its neighbor nodes correspondingly changes. The deployment
could change from dense deployment to sparse deployment.
Both possible ways of deployment of sensor nodes are handled
in the proposed algorithm (see Algorithm 2 for details). There-
fore, the proposed algorithm is less sensitive to packet loss or
buffer overflow.

C. Discussion

1) Tradeoff of System Parameters: As described in
Section IV, we may adopt the adaptive transmission scheme to
increase the power efficiency of communication among sensor
nodes, thus extending the network lifetime. To derive a set of
simple design rules under various conditions, the relationship
among the sensor node density, the local curvature, the local
slope, the BER, and the ratio between R and r is investi-
gated here.

First, we show in Fig. 16 the parameter Rg , as defined in (22),
as a function of the local slope parameterized by different BER
values. The region above the curve is called the effective area, in
which the performance of the proposed contour line estimation
algorithm is acceptable (at most one missing connection and/or
one erroneous branch observed). From Fig. 16, as the BER
increases, Rg increases as well for a fixed local slope. Note
that the curve with BER = 0.01 ends at local slope 1.0 since
the BER-induced noise is so large that the proposed algorithm
does not work well when the local slope is below 1.0. Similarly,
in Fig. 17, we show the parameter Rg as defined in (22) as a
function of the local slope parameterized by different ratios of
R/r. In Fig. 17, we find that R/r = 1.5 outperforms R/r = 2.0
and R/r = 0.5. Thus, a large R/r does not necessarily improve
the performance of the proposed algorithm.

Two conclusions can be drawn from Figs. 16 and 17. First,
parameter Rg will eventually converge as the local slope be-
comes higher, and the converged value is related to other system
parameters such as BER and R/r. Second, a larger probing
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Fig. 17. Parameter Rg versus the local slope under different ratios of R/r
and with r = 0.5.

range does not guarantee better performance, and there exists
an optimal R/r ratio. To explain this, we first recall the spatial
average log-likelihood estimate of a target sensor node, which is

L �p0(k) = C1 − C2

N + 1

N∑
i=0

(
Xχ(�pi)(k)− μ

)2
.

This estimate can be used to judge the level of reliability
of the information that the sensor nodes within the probing
range of a target sensor know about the contour line of
interest, as indicated in [5]. The variance of the spatial average
log-likelihood estimate can be found to be proportional to

2C2
2σ4

n

N + 1
+

4C2
2σ2

n

(N + 1)2

N∑
i=0

(
E
{
Xχ(�pi)(k)

}− μ
)2

. (23)

See [5] for detailed derivations. We see from (23) that
a larger fluctuation of the signal strength (the term∑N

i=0(E{Xχ(�pi)(k)} − μ)2) could induce a larger variance
of the spatial average log-likelihood estimate and make the
information acquired by the sensor nodes within the probing
range of a target sensor less reliable. Consequently, the system
performance may degrade as the probing range increases.

2) Quantization Bits: As shown in Fig. 2, there are three
sources of data distortion—sensing, quantization, and channel
degradation. Although the quantization distortion can be re-
duced by increasing the number of quantization bits, a larger
number of quantization bits will induce larger channel degrada-
tion due to the increase of transmission bit rate by (19). Thus,
the number of quantization bits has to be chosen to balance the
quantization error and the channel error.

As shown in the previous discussion, the quantized measure-
ment of the data sample X(k) at time k can be written as [39]

QB [X(k)] = S(k) + n(k) + nq(k) (24)

where S(k) is the desired data, n(k) is the sensing error, and
nq(k) is the quantization error. Assuming that a uniform quan-

tizer with quantization step Δ is adopted, nq(k) is uniformly
distributed over [0,Δ], and the variance (or power) of nq(k) is

Δ2

12
.

Both n(k) and nq(k) in (24) contribute to the data distortion.
n(k) in (24) is the first distortion source encountered in the
whole data-fusion process, whose impact on data distortion
cannot be removed or mitigated, even with finer quantization
levels and perfect data transmission. To let the sensing error be
the dominant contribution to the data distortion, it requires that
the power of sensing error should be much larger than that of the
quantization error. This makes the sensing error more uncertain
than the quantization error and much harder to predict its effect.
Meanwhile, this makes the effect coming from the quantization
error negligible as well. Based on the above discussion, we can
derive the following equation for quantization bit assignment
for a uniform quantizer:

Δ2

12

 σ2

n (25)

where σ2
n is the sensing noise power.

For example, a uniform quantizer is applied to the measured
data with values in the range of [0, 10] in the simulation. When
the sensing noise power is 0.025, the number of quantization
bits should be at least 5.

Compared with 10 bits, a 5-bit quantizer provides an addi-
tional 3-dB performance gain for the data transmission, and
thus, the communication power can further be saved. In addi-
tion, nonlinear quantization schemes could be used to improve
the quantization efficiency if the statistical properties of the
signal strength are known in advance.

D. Implications on System Design

1) Adaptation of R/r: As we can see in Fig. 17, a larger
R/r does not guarantee better performance. However, when
both Rg and local slope are not large, the difference in per-
formance is not significant. This observation suggests the adap-
tation of R/r. When R is large, a sensor node would have to
process a large amount of data sent by sensor nodes within its
probing range. This would quickly deplete the power of this
sensor node. The quick depletion of the power of a sensor node
implies the quick change in the topology of a WSN. To let the
topology of a WSN gracefully change, R/r should be adapted
to the residual power of a sensor node and make the depletion
rate of power smoother. Furthermore, the adaptation of R/r
also helps extend the lifetime of a WSN.

2) Adaptation of Received Data Quality: From Figs. 9 and
16, the performances of BER = 0 and BER = 10−3 are similar.
This suggests that allowing BER = 10−3 or smaller is sensible.
As a mentioned previously, when BER = 10−3, letting PAE in
(21) to be larger than 10−3 leads the average number of trans-
mission attempts to be less than 1 in theory. For other values
of BER smaller than 10−3, we can find a corresponding PAE

so that the average number of transmission attempts can be less
than 1. Thus, it is possible to adjust BER and PAE to make the
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average number of transmission attempts as close to 1 as pos-
sible. This observation motivates the following design strategy.
Let the goal of the design be to maintain the average number of
transmission attempts as close to 1 as possible, and we assume
that the total power per transmission is kept constant. We keep
tracking the average number of transmission up to now, which
is denoted by NT. When NT increases behind a threshold,
the application layer lowers the data quality by increasing the
tolerable data distortion due to channel, which is PAE in (21).
By adjusting the data quality in this way, the average number
of transmission attempts is expected to decrease in theory. This
decrease could result in less communication power wasted in
retransmission. However, if the maximal tolerable data dis-
tortion due to channel is reached and NT is still high, then
the tolerable data distortion due to quantization is increased
to reduce the transmission bit rate and to obtain an additional
reception gain, as indicated in (19). In this case, we have a
higher Eb/N0 and, hence, a lower BER and PRR. Therefore, we
can expect a smaller average number of transmission attempts
in theory and save communication power. On the contrary, if
NT decreases below the threshold, then the tolerable channel
distortion can be lowered to improve the data quality.

VI. CONCLUSION

A statistical approach to contour line estimation with WSNs
for environmental monitoring has been investigated in this pa-
per. The proposed solution simultaneously considered sensing
noise, channel noise, and quantization noise. These effects are
embraced in the calculation of contour point probability of
each sensor node. Based on the calculation of contour point
probabilities and the average log-likelihood values of sensors,
the true contour point candidates are found, and the estimated
contour line can accordingly be constructed at the remote base
station. Furthermore, we also take the impact of the spare
deployment of sensor nodes into account when designing the
proposed algorithm. Thus, the proposed algorithm is able to
function when the sensor node density is low. In the simu-
lation result, we found that the proposed algorithm properly
operates when the sensor density is as low as ten sensors per
unit square. In addition, we found that the proposed contour
line connection algorithm is robust in the sense that it can
overcome several shortcomings (e.g., a one-hop gap between
contour points) caused by poor contour point estimation results.
Furthermore, since the proposed algorithm takes the dense and
sparse deployments into account, it is less sensitive to packet
loss or buffer overflow. Several key results and related design
issues are outlined below.

1) We found that the ratio of the square root of the sensor
node density over the curvature (Rg) serves as a good
design parameter, which is first proposed in this paper.
From the simulation, a rule of thumb is that Rg should be
9 or higher to provide good contour line estimation.

2) A larger probing range does not guarantee better perfor-
mance, and there exists an optimal R/r ratio. This fact
can be used to adjust R/r according to the residual power
of a sensor so that the lifetime of the network can be
extended.

3) To have the quantization error negligible, the variance of
the quantization error should be far less than that of the
sensing error. This relationship can help determine the
quantization error once the sensing error is known.

4) To avoid the impact of imperfect localization, the BER
should be maintained as close to 10−3 as possible.

The proposed algorithm does not fully address the impact of
other issues, such as network congestion, packet collision, and
buffer overflow. Those factors can be investigated to have an
even more robust algorithm. However, dealing with these issues
is out of the scope of this paper, and therefore, it will become
the future work of the authors.
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