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Abstract—The design of robust fingerprinting systems for
traitor tracing against time-varying collusion attacks in protecting
continuous media, such as audio and video, is investigated in this
research. We first show that it can be formulated as a multiuser
detection problem in a wireless communication system with a
time-varying channel response. Being inspired by the multicarrier
code-division multiaccess technique, we propose a fingerprinting
system that consists of three modules: 1) codeword generation
with a multicarrier approach, 2) colluder weight estimation
(CWE), and 3) advanced message symbol detection. We construct
embedding codes with code spreading followed by multicarrier
modulation. For CWE, we show that the weight estimation is
analogous to channel response estimation, which can be solved by
inserting pilot signals in the embedded fingerprint. As to advanced
message symbol detection, we replace the traditional correla-
tion-based detector with the maximal ratio combining detector
and the parallel interference cancellation multiuser detector. The
superior performance of the proposed fingerprinting system in
terms of number of users/identified colluders and the bit-error
probability of symbol detection is demonstrated by representative
audio and video examples.

Index Terms—Collusion attack, collusion-resistant fin-
gerprinting, embedding codes, multimedia fingerprinting,
time-varying colluder weights, time-varying collusion attack.

I. INTRODUCTION

M ULTIMEDIA content can be easily distributed over
wired and wireless networks today with the rapid

development of audio and video coding and networking tech-
nologies. For instance, a media file can be delivered to multiple
users via multicast environment. To protect the copyright of
content owners, one idea is to develop a traitor tracing system
that can identify unauthorized distribution or usage of media
files by tracing fingerprints of illegal users (i.e., traitors). How-
ever, there exists a simple yet effective attack that can break
a naive traitor tracing system easily, which is known as the
collusion attacks. The design of a fingerprinting system that
is robust against collusion attacks has been an active research
field in the last decade. A review of previous work in this field
will be given in Section II.
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Most previous works deal with collusion attacks with equal
weights or its variants (e.g., the cascade of several collusion at-
tacks with equal weights). Consequently, the weight of each col-
luder is constant throughout the collusion process. The collusion
attack on continuous media such as audio and video with time-
varying weights can be simply implemented. However, we are
not aware of any effective solution to this type of attack. Thus,
the design of a robust fingerprinting system against time-varying
collusion attacks is the main focus of this work.

To meet this challenge, we first relate the fingerprinting
system design to a multiuser detection (MUD) problem in a
wireless communication channel. Being inspired by the mul-
ticarrier code-division multiaccess (MC-CDMA) technique,
we propose a fingerprinting system that consists of three basic
modules: 1) codeword generation with a multicarrier approach,
2) colluder weight estimation (CWE), and 3) advanced user
message symbol detection. Since the end-to-end fingerprinting
system is analogous to an MC-CDMA communication system,
we call it MC-CDMA-based fingerprinting system. The ef-
fectiveness of the MC-CDMA-based fingerprinting system
in protecting continuous media against time-variant colluder
weights will be fully examined.

In the area of embedding code design, we construct codes
based on code spreading followed by multicarrier modulation.
When a media file is distributed to a larger number of users,
there is a higher probability of more colluders participating in an
attack. Typically, if the number of colluders increases, the attack
strength becomes stronger. Thus, one important performance
measure of any collusion-resistant fingerprinting system is the
maximum number of colluders allowed in this system under
a certain detection criterion. The proposed MC-CDMA-based
fingerprinting system can accommodate a very large number
of users and identify a significant number of colluders without
accusing innocent users as colluders. In the area of CWE, the
weight estimation is analogous to channel response estimation,
which can be handled by the insertion of pilot signals. Thus,
for time-varying colluder weights, the allocation of user codes
and pilot symbols is studied. As to effective receiver design,
there exist many solutions in a multiuser wireless communica-
tion system [1], [2]. This motivates us to develop a better scheme
for message symbol detection. Specifically, we replace the tra-
ditional correlation-based detector with the maximal ratio com-
bining (MRC) detector and the parallel interference cancellation
(PIC) multiuser detector.

Some of the concepts presented in this paper have been dis-
cussed in our earlier conference papers [3]–[6] due to the evolu-
tionary nature of our research over the last two years. We have
done our best in minimizing the overlap between this work and
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the previous ones, offering new insights, and providing a more
thorough and unified treatment on this subject. Specifically, the
discussion on time-varying collusion attacks and their solutions
is entirely new.

The rest of this paper is organized as follows. Related
previous works for background are described in Section II.
The colluder detection problem is formulated in Section III.
The MC-CDMA-based fingerprinting system is described in
Section IV. Time-varying collusion attack and their prop-
erties are discussed, and a CWE scheme using pilot signals
is proposed in Section V. Advanced user symbol detection
schemes against time-varying collusion attack are studied in
Section VI. Experimental results are given in Section VII to
support discussion in previous sections and demonstrate the
superior performance of the proposed fingerprinting system
by representative audio and video watermarking examples.
Similarities and differences between the fingerprinting and
the MC-CDMA communication systems are reviewed and our
research contributions are summarized in Section VIII. Finally,
concluding remarks are given, and future research directions
are pointed out in Section IX.

II. BACKGROUND REVIEW

Traditionally, there are two main approaches to the design of
robust fingerprinting systems against collusion attacks. They are
briefly reviewed as follows.

The first approach, called independent fingerprinting, is
to adopt statistically independent spreading codes, which is
relatively robust against jamming interference in wireless
communication systems. Cox et al. [7] proposed a spread
spectrum modulation (SSM) and embedding technique, where
codes are randomly generated by an independently identically
distributed uniform or Gaussian source. The resulting codes
can resist average collusion attacks to a certain degree. Wang et
al. [8] investigated the error performance of pseudonoise (PN)
codes using maximum and threshold detectors and proposed
a method to estimate the size of colluders. Zhao et al. [9]
conducted a forensic analysis for unbounded Gaussian and
bounded Gaussian codes under nonlinear collusion attacks
(e.g., maximum, minimum, and median operations). Research
in [8] and [9] gave a thorough performance analysis on the
relationship between the code length and the user/colluder
number and derived lower and upper bounds on probability
error functions with respect to specific collusion attack models.
Recently, a new scheme was proposed by Li and Trappe [10]
based on the concept of the Welch bounded equality and the
sphere decoding method.

The second approach, called coded fingerprinting, is to de-
velop fingerprint codes using combinatorial design. Coded fin-
gerprinting was first developed in early 1980s to protect generic
data (e.g., header files or data in the database). To design a code
that resists the collusion attack, Boneh and Shaw [11] proposed
a collusion-secure (CS) code that meets certain properties called
the marking assumption. Their method can catch one out of
colluders with a high probability if these colluders do not change
the state of undetectable marks. Their method has several limi-
tations. First, it works well only for symbol sequences with bit

errors. It is not suitable for media files, since media data may be
modified in the transmission process such as trans-coding or re-
quantization. Second, to support a total number of users, the
code length is proportional to , which could be too long
for a large value of . Third, if the number of colluders exceeds
a preselected value, the tracing capability of codewords is to-
tally lost. To improve the performance of the CS code, Trappe
et al. [12] proposed a scheme called AND-anti collusion codes
(AND-ACC) using the orthogonal code modulation. AND-ACC
requires shorter codewords and achieves better colluder iden-
tification performance than the CS code. He and Wu [13] ex-
tended the CS code to the traceability codes using the SSM and
a cross-layer design that separates coding and modulation.

Our approach is different from the above two traditional ap-
proaches. Here, we formulate the collusion-resistant code de-
sign problem as the spreading code design and symbol detection
problem in the MC-CDMA communication system. Since the
end-to-end fingerprinting system is analogous to an MC-CDMA
communication system, it is called MC-CDMA-based finger-
printing. On one hand, unlike independent fingerprinting, code-
words in our approach are not generated randomly but system-
atically (e.g., Hadamard–Walsh (HW) codes [3], [4] and carrier
interferometry (CI) codes [6]). As a result, the length of code-
word assigned to each user is much shorter. On the other hand,
since our approach models the behavior of collusion attacks as
the channel response of a wireless communication system, it
provides a richer framework than coded fingerprinting in design
and analysis. For example, we can estimate colluder weights
and handle time-varying collusion attacks under this new frame-
work. In contrast, these tasks are very difficult to accomplish
with the coded fingerprinting approach.

It is worthwhile to mention that a sequence of papers on the
design of collusion-resistant fingerprinting systems have been
published by authors [3]–[6], [14]. To reduce the interference
caused by multiuser access, known as the multiple access inter-
ference (MAI), in wireless communications, Tsai et al. [15] pro-
posed to use the HW codes as spreading codes in MC-CDMA
systems. It was shown in [3] and [4] that the same design can
be used to obtain collusion-resistant fingerprints. Furthermore,
we introduced the delayed embedding idea in [5] and [14] to in-
crease the number of users. That is, a codeword can be circularly
shifted to generate new codewords for other users. When these
codewords are colluded, this is equivalent to a multipath fading
channel. Finally, to improve fingerprint detection performance,
several advanced symbol detection schemes were discussed in
[6].

III. COLLUDER DETECTION PROBLEM

After a media file is distributed to users, some users may par-
ticipate in the collusion attack with an attempt to eliminate their
fingerprints from the colluded media without any severe degra-
dation of media quality. Thus, we can divide users into two
groups: malicious users (or colluders) and innocent users. We
use to denote the set of all users and the set of colluders.
Clearly, is a subset in . Without loss of generality, we as-
sume that there are users and colluders in the system. That
is, and .
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Two types of collusion attacks were considered in the media
fingerprinting literature, i.e., linear and nonlinear collusion at-
tacks. They were also called jamming attacks in [16]. In the av-
erage collusion attack, weights of all users are equal to satisfy
the fairness condition among colluders. However, the fairness
condition is only meaningful with respect to correlation detec-
tion with equal power fingerprints in the statistical sense [17],
[18]. It was shown in [9], [17], and [19] that nonlinear collusion
attacks do not offer any advantage over average collusion attacks
in terms of colluded multimedia quality. Since there may exist
selfish colluders who would like to minimize their risk, the pre-
colluded collusion attack was considered in [20], recently. In
a precolluded collusion attack, colluders are divided into sev-
eral groups, and an average collusion attack is first performed in
each individual group. Then, another average collusion attack is
performed on the outputs of all groups. The average and prec-
olluded collusion attacks are both special cases of the weighted
collusion attack. Stone [21] proposed a weighted collusion at-
tack using randomized coefficients. Here, we consider an even
more general setting, i.e., time-varying weighted collusion at-
tack. To the best of our knowledge, this attack type has not been
addressed well in the literature before.

A general time-varying weighted collusion attack can be ex-
pressed as

(1)

where is the sample (or time) index, is the host signal
embedded with colluder codeword , is the time-varying
weight for colluder , is additive noise, and is the
colluded signal. The weights need to satisfy the following con-
straint:

(2)

Note that is not restricted to a value between 0 and 1. To
provide a general attack model, we allow it to be negative and/or
greater than unity. In practice, the distortion of a colluded copy
should be restricted so that the colluded copy must be pleasant to
human perception. This consideration may provide some limi-
tations on the attack dynamic range in the collusion attacks [17].

For the dynamic range of colluder weights, it is a well known
fact in communication science and engineering [22]–[24] that
communication channels with time-varying channel responses
are more challenging than those with constant channel re-
sponses. Since there exists one-to-one correspondence between
time-varying channel responses and time-varying collusion
attacks, time-varying collusion attacks are more challenging
than constant collusion attacks studied in the literature. To the
best of our knowledge, no previous fingerprint systems have
been effectively designed for time-varying collusion attacks.

The colluder detection problem can be stated as follows. For
received colluded signal in (1), we would like to identify
all indexes in the colluder set . The number of possible com-
binations is given by . When all colluders are found, the
remaining users are automatically classified as innocent
users. They form a complement set denoted by .

We adopt the following additive embedding method for each
user:

(3)

where is the fingerprint-free source signal, is the
codeword (or fingerprint) of user , and is a parameter re-
lated to the embedded code strength only with .
One way to determine is to use the just-noticeable-differ-
ence (JND) in human perceptual masking. That is, we choose

if
if

(4)

where is a value in a range of , which is calculated
from the JND model [25], [26]. In other words, we use the JND
criterion to decide possible positions for fingerprint embedding.
Let , , be the sequence containing the
selected samples of a host signal using the JND criterion in
(4) for fingerprint embedding. Furthermore, it is assumed that

so that we divide it into segments for message
sequence, each of which has samples for spreading codes as

(5)

For more details on JND and watermark embedding, we refer to
[27] and [28].

Since the fingerprint detector knows , the detection
process is typically performed by subtracting from .
Thus, it is straightforward to derive the following equation
from (1):

(6)

where is the colluded codeword and is the code-
word for colluder . The noise energy should be limited if good
quality of the colluded copy is demanded. To take the effect of
noise into account, we can study the problem from the angle
of the fingerprint-to-noise ratio (FNR). We study the impact of
colluder weights under a sufficiently large FNR value in
this work. The FNR effect will be illustrated by computer sim-
ulation in Section VII (see Examples 9 and 10).

Equation (6) can be reinterpreted in the context of wireless
up-link communication. That is, is the set of mobile users
that send out their messages simultaneously to the same base
station, is the message of user , and is the channel
response of the wireless link between user and the base station
at time . The received message at the base station is . The
base station needs to detect user messages , . Since
we need to know the colluder messages to identify colluders, the
colluder detection problem is equivalent to the MUD problem
in the wireless up-link communication.

The problem given in (6) is an ill-posed one that allows mul-
tiple solutions. However, it is possible to solve by considering
the following three factors.

1) Codeword design.
We can impose constraints on user codewords (e.g., orthog-
onality) so that they can be conveniently separated at the
receiver end.
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Fig. 1. Block-diagram of the proposed MC-CDMA-based fingerprinting system.

2) Colluder weight (or channel response) estimation.
We can insert common pilot signals for all users so that the
weight sequence of each user can be found accord-
ingly.

3) Advanced message symbol detection.
We can adopt more advanced detection schemes at the re-
ceiver to enhance the detection performance.

These will be examined in detail in the following sections.

IV. MC-CDMA-BASED FINGERPRINTING SYSTEM

A. System Overview

The block-diagram of the proposed MC-CDMA-based fin-
gerprinting system is shown in Fig. 1, which is motivated by
the MC-CDMA communication system [15], [29]. It consists of
three main modules: 1) user fingerprint generation, 2) collusion
attack analysis, and 3) symbol detection and colluder identifi-
cation. In this section, we will discuss tasks in modules 1 and 3
briefly. Although some concepts were discussed in our previous
work before [3]–[6], [14], we have incorporated new ingredients
such as error correction codes (ECCs) and the analysis of identi-
fied colluders. Time-varying collusion attacks will be discussed
in the next two sections, which are entirely new.

The user fingerprint generation module consists of three
blocks: 1) message generation, 2) spreading by the codeword,
and 3) multiplication by the inverse discrete Fourier transform
(IDFT) matrix. They are shown in the top row of Fig. 1.

The first block maps the ID of user to the message of user
using ECCs. We use

and

where , to denote the sets of user IDs and mes-
sages, respectively. For the sake of code spreading, the antipodal
model [30] is used for symbol sequence representation in single-
carrier (SC)- and multicarrier (MC)-CDMA systems. That is, a
binary symbol takes values of 1 or 1. Since we cannot dif-
ferentiate a symbol sequence with positive and negative signs,
there are only distinctive users with -bit IDs. Similarly,

Fig. 2. ECC for the proposed MC-CDMA-based fingerprinting system.

there are distinctive user messages with -bit messages
in the output.

A block channel code that maps a -bit input to an -bit
output, with , is called an code, which has the
code rate

(7)

as shown in Fig. 2. Basically, we use bits as redundant
bits to protect the leading independent bits.

If code has the minimum Hamming distance , it
can correct all error patterns of bits up to

(8)

which is called the random error correcting capability of the
code. If this block code is applied for error correction in

a binary symmetric channel with transition probability , the
probability with erroneous decoding is bounded by

(9)

Generally speaking, the error correction capability of a block
code is determined by its minimum distance. It is desirable
to construct a block code with a larger minimum distance.
Previous research efforts have resulted in several classes of
block codes [31], including Hamming, Reed–Muller, Golay,
Bose–Chaudhuri–Hocquenghem (BCH), and low-density
parity-check codes, etc.
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Fig. 3. Code generation via the product of the message symbol and the
spreading code.

In the second block, we choose a codeword (also called a
chip signal) for users to modulate each symbol in their message
sequence. The spreading code also takes a binary value (i.e.,
1 and 1). Two spreading codes, i.e., HW codes [32] and CI
codes [33], were discussed before in [3]–[6] and [14]. They are
particularly of interest since they yield very low interference
between user messages spread by these codewords. In this work,
we will consider the HW codes due to their simplicity. The HW
matrices can be recursively defined by [34]

(10)

where ( ) and is the Kronecker product. The HW
codes of length are column vectors of HW matrices of dimen-
sion . For a given binary message symbol sequence, a pe-
riodic spreading code can be spread over the message symbol,
as shown in Fig. 3. That is, the resultant code is equal to the mul-
tiplication of the message sequence and the periodic spreading
code sequence. The orthogonality among users can be preserved
after the spreading if the length of a message symbol is equal to
an integer multiple of the period of the spreading code.

In the third block, we perform the IDFT operation to achieve
multicarrier modulation. Note that if the IDFT and the discrete
Fourier transform (DFT) blocks in the block-diagram of Fig. 1
are replaced by the identity matrix, the MC-CDMA system is
reduced to the SC-CDMA system [29]. The comparisons of both
MC-CDMA and SC-CDMA in the fingerprinting construction
can be found in our previous work [3], [35].

Next, we embed fingerprints into a target media file using
the additive embedding method as shown in (3). We may se-
lect the embedding domain, strength, and locations. The embed-
ding domain can be time, discrete cosine transform coefficients,
or wavelet coefficients. The frequency-domain code embedding
technique has been widely studied for continuous media before,
e.g., [28], [36]–[39]. A similar embedding approach is imple-
mented in this work. Collusion attacks are unknown but have
to be estimated by the proposed system. They will be discussed
later in this paper.

To detect colluders, we first extract embedding codes from
the host media in the proper domain by subtracting the host
media from the received colluded file. Proper synchronization is
needed in finding the start position of user messages. This can be

TABLE I
COMPARISON OF THREE FINGERPRINT BIT ALLOCATION SCHEMES

achieved by embedding a known bit sequence, call a pilot signal,
to all users. Then, we apply the DFT to extracted fingerprints
and perform code despreading. Finally, we detect the symbol
sequence for colluder identification. The relationship between
symbol sequence detection and colluder identification will be
elaborated in Section V.

B. Fingerprint Bit Assignment

Suppose that the MC-CDMA-based fingerprinting system
has a spreading code of bits, a user ID of bits, and
redundant bits for error correction. Then, the user message bit

is

(11)

and after code spreading, the user fingerprint length becomes

(12)

For a fixed fingerprint length, there are different ways to allocate
bits over , , and . Three exemplary schemes are given
in Table I. The last column shows the number of users that can
be supported by the corresponding bit allocation scheme, where

is computed via

(13)

Since the antipodal model [30] is used for symbol sequence rep-
resentation, there are only distinctive users with
user ID bits.

In Scheme A, we distribute the total number of a fingerprint
bits more evenly among the lengths of spreading codewords,
user ID, and redundant bits. Schemes B and C are two extremes.
In Scheme B, all bits are used for the user ID while the spreading
codeword has only one bit. As a result, the multicarrier system
is reduced to the single-carrier system. In Scheme C, all bits are
used for the codeword representation while the user ID has only
one bit. Thus, there are 256 groups, each of which has only one
user.

If we target more users, it intends to go with Scheme B. How-
ever, Scheme B is very vulnerable to any type of attack. If there
is a single bit error in the fingerprint detection process, this error
will lead to a miss and a false alarm since it will be interpreted as
another user ID by mistake. On the other hand, Scheme C is ro-
bust to any type of attack. To take the HW codes as an example,
any two codewords are orthogonal to each other. In addition,
one half of bits in any two codewords are identical while the
other half differ by the sign. Intuitively speaking, they are well
separated in the code space and, therefore, it is relatively easier
to find the correct group for a user even in the presence of bit
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Fig. 4. Codeword reuse via circular shift in one user group.

errors in symbol detection. However, its robustness is achieved
at the cost of a smaller number of users and higher computa-
tional complexity in symbol detection. For the latter, we will
show that code despreading in the fingerprint detection module
demands correlation operations of two vectors of length
in Section IV-D.

Scheme A provides a better tradeoff between user capacity
and robustness in colluder detection than Schemes B and C.
However, finding the optimal bit allocation for a given finger-
print length is still an open problem. We choose parameters ,

, and in our experiments in an ad hoc manner. The op-
timal choice of , , and with respect to certain collusion
attacks is an open research problem.

It isworthwhile to pointout that thebit assignment in (11)–(13)
canaccommodatemanymoreusers than theSSMin[7].TheSSM
assignsdifferentspreadingcodestodifferentusersfor theidentifi-
cation purpose. For well-designed spreading codes (e.g., orthog-
onal codes), their length is typically proportional to the numberof
users . Thus, the bit assignment of the SSM is similar to Scheme
C in the above example.

C. Codeword Reuse Via Circular Shift

Although longer codewords are more robust to attacks, there
is a restriction on their length due to the consideration of number
of users and computational complexity in detection. The idea of
codeword reuse was proposed in [5] and [14] to increase number
of users. That is, we perform a circular shift on a codeword
by bits, where , as illustrated in
Fig. 4. Usually, we have . Users with the same shifted
codeword for code spreading form a subgroup, and there are

subgroups in a group. Then, the maximum number of users
allowed becomes

(14)

Again, there is a tradeoff between small and large values.
When is larger, the user capacity is higher at the cost of de-
tection errors. With the codeword reuse via circular shift, the
collusion attack in (1) can be rewritten as

(15)

where is a shift amount for user . Then, the additive em-
bedding method in (3) for each user can be written as

(16)

It was shown in [5] and [14] that if colluders are from the same
group, in which codewords are related via circular shift, the col-
lusion attack is equivalent to the response of a -path fading
channel. Then, colluder weights can be viewed as fading coef-
ficients. Symbol detection in the presence of a multipath fading
channel is well studied in wireless communication. Typically,
we conduct channel estimation and combining in the frequency
domain to enhance the message symbol detection performance,
which will be detailed in Sections V and VI.

D. Two-Stage Colluder Identification

To identify colluders, we need to decode message sequence
and determine group and subgroup indexes of colluders

using all possible spreading codes and user IDs with
different shift amounts, respectively. The determination of
the shift amount is similar to the synchronization process in
wireless communication. Synchronization in wireless commu-
nication is not a trivial problem [40]. However, the problem
is easier in our context since the basic shift unit , which is
a subset of , is known. After the shift amount is found, it
is reduced to a symbol-synchronous wireless communication
problem. Then, the fast Fourier transform (FFT) can be ap-
plied to each synchronized position, and the determination of
group/subgroup indexes and the recovery of user IDs can be
performed.

In the first stage, we determine group/subgroup indexes of
colluders via code despreading. This can be done by the cor-
relation detector, whose output with respect to spreading code

can be written as

(17)

Equation (17) can be reorganized into

(18)

where is the colluded output and is the host signal.
We can consider the following two cases.

Case I: The group with spreading code has at least one
colluder.

If colluders are from different groups, there exists intergroup
interference (IGI), which is analogous to the MAI in wireless
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Fig. 5. Illustration of a time-varying collusion attack.

Fig. 6. CWE with pilot symbols.

communication. We can simplify (17) as

(19)

where

is the IGI term, and is the frequency response of col-
luder weight. It was shown in [15] that, when the HW codes are
used, this term becomes negligible. In addition, the Gaussian
noise term is also small. Thus, we can approximate the corre-
lator output as

(20)

Case II: The group with spreading code has no col-
luders.

We can simplify (17) as

(21)

The first approximation is valid under the slow fading assump-
tion and the second approximation holds due to the orthogo-
nality of spreading codes and negligible Gaussian noise. Based
on (20) and (21), we can use the following criterion to decide
whether a group has at least one colluder:

(22)

where is a threshold to distinguish subgroup in one group.
In the second stage, we focus on groups that have at least

one colluder. When there are multiple users in the same group,
some of them may be colluders while others are not. We need

to separate them. The sequence of message symbols for user ,
, is converted back to the 1 or 1 sequence by ,

where is the sign function, and takes the real part of a
complex number. Then, block sequence is decoded into the
block of user ID .

Sometimes, there may exist errors in received bits in user
messages so that there could be some confusion in finding the
proper colluder ID. Generally speaking, the detector can iden-
tify a large number of colluders with a high level of confidence.
By comparing the received message and the original message
for each of the identified colluders, the detector can determine
its bit-error probability (BEP). The lower the BEP, the higher
the confidence level. The number of identified colluders can be
determined by applying a fixed decision level to the BEP of
each colluder. Note that BEPs of colluders and of innocent users
are different since only colluders participate in the collusion at-
tack and their fingerprints remain in the colluded copy. In con-
trast, there should be no fingerprints of innocent users in the
colluded copy in an ideal scenario. It is desirable that the BEP
of colluders is as low as possible while that of innocent users
is as high as possible. Generally, the wider the gap, the better
the detection performance. We will re-examine this topic in Ex-
ample 1 of Section VII. To avoid accusing any innocent user
as a colluder, we choose conservatively in our experiments in
Section VII. That is, we do not allow any false alarm at the ex-
pense of a lower colluder detection rate.

V. COLLUDER WEIGHT ESTIMATION

A. Time-Varying Collusion Attack

Since the size of a media file is usually large, a segment-based
approach is adopted in the collusion attack. That is, colluders
change their colluder weights segment-by-segment in the same
media

and (23)
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Fig. 7. Structure of the PIC Detector.

where represents the number of samples in one segment,
which can vary from one segment to the other, and repre-
sents the number of segments in a media as shown in Fig. 5.
The time-varying collusion attack was examined in [17] be-
fore, and it was observed that as the changing speed gets higher
(i.e., smaller segments), the distortion of a colluded media file
is larger. In other words, colluders have to face the trade-off be-
tween the effectiveness of the attack and the quality degradation
of the colluded media. In addition, if the segment is shorter, the
computational complexity will become higher for a media file
of fixed length. Colluders have to select suitable , ,
and to eliminate their fingerprints from the colluded media
file while preserving its quality.

B. CWE Using Pilot Symbols

The estimation of colluder weights can be performed in the
same manner as the uplink of multiuser communication. The re-
ceiver has to have some knowledge of channels in order to apply
advanced symbol detection techniques. In practice, the channel
information is estimated using channel estimation techniques.
We follow the same idea and use the CWE technique to find the
colluder weight information (CWI). Many channel estimation
techniques exist in the literature [29], [41]. One technique is to
employ pilot symbols [42]–[44].

Each circularly shifted codeword has its own colluder weight
. The weights of colluders from the same group denoted

by subscript can be written in vector form as

(24)

The pilot-aided CWE method depicted in Fig. 6 can be used to
estimate colluder weights. Let be the DFT matrix with

and (25)

Matrix can be derived from (24) and the DFT matrix in (25)

Then, the channel estimate vector is given by

(26)

We refer to [15] and [41] for the justification of the algorithm
described above.
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Fig. 8. Illustration of the MC-CMDA-based fingerprinting generation and detection system, where colluder detection is performed using the cascade of MRC and
PIC detectors.

If there is no IGI, a single user channel estimation can be
adopted for each shifted codeword, and the result is given by

(27)

where we assume pilot symbol and IGI term
. However, if there is IGI, the

estimation performance can be degraded by the IGI effect [15].
Then, we can apply the diversity and interference cancellation
techniques to determine the colluder weight vector, which is of
the following form:

(28)
For more detail, we refer to [29] and [45].

VI. ADVANCED COLLUDER DETECTION

The colluder detection performance can be improved by two
advanced techniques. We can use the diversity combining tech-
nique to identify colluders in the same user group more accu-
rately. The resulting detector, called the MRC detector, is dis-
cussed in Section VI-A. However, the performance of the MRC
detector is limited by interference from colluders in other user
groups. To improve this, we can apply the MUD technique [46].
The PIC technique is examined in Section VI-B.

A. MRC Detector

We can allow more users in the fingerprinting system via
codeword reuse through circular shift. However, it introduces
impairments of multipath propagation in the collusion attack.
To overcome the multipath effect in the receiver, the detection
performance of colluders from the same user group can be
enhanced by exploiting diversity through channel estimation
in an MC-CDMA system. Examples include the MRC, the

equal gain combining, and the orthogonality restoring com-
bining techniques. The MRC technique, which assigns higher
weights to stronger signals, provides a good trade-off between
complexity and performance. It is examined here. The MRC
detection scheme can be written as

(29)

where is the statistics of detection and is the conju-
gated frequency response of the colluder weight estimated from
(27). If the number of colluders is small, we can get good per-
formance by applying MRC only. However, if the number of
colluders is larger, we need the MUD detector to resolve the in-
terference among different user groups.

B. PIC Detector

There are two nonlinear MUD techniques [47], [48]: PIC and
successive interference cancellation (SIC). Only PIC is exam-
ined in this work. We show one PIC stage in Fig. 7. The PIC
stage can be conducted iteratively, and the interference among
colluders reduces gradually.

The initial estimate , of
PIC can be obtained from the hard decision of the single user
detection (SUD) algorithm, e.g., MRC. That is, we have

(30)

where the first and the second terms in (30) correspond to the
multipath term and the IGI term for the user group of index ,
respectively, and
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Fig. 9. Comparison of BEP histograms of colluders and innocent users with (a) the MF detector and (b) the MRCPIC detector.

Fig. 10. Comparison of the colluder identification performance with three detectors (MRC, MRCPIC, and MF) and (a) no shift and (b) 1-bit shift in codeword
reuse.

Given estimate in the th stage, we perform SUD for
these colluders in parallel in the th stage as

(31)

to mitigate the interference from other colluders furthermore.
By substituting in (30) from (31), we have

(32)

The bit of user’s message in the th PIC stage can be
obtained by

(33)

Finally, we show the proper interface between the fingerprint
generation and detection modules in Fig. 8, where the detection
module is formed by the cascade of MRC and PIC detectors.
This is called the MRCPIC detector. The performance of the
MRC and MRCPIC detectors will be studied in the next section.

VII. EXPERIMENTAL RESULTS

The performance of proposed MC-CDMA-based fin-
gerprinting system against time-varying collusion attacks
is examined in this section. The MC-CDMA-based fin-
gerprinting system is implemented by MATLAB, and
the source codes are available in the following website:
http://byunghopaulcha.googlepage.com.

We simulated the MC-CDMA system by following the
description in [35] with three detection schemes: the MRC
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Fig. 11. Performance comparison of three detectors (MRC, MRCPIC, and MF) with estimated CWI: (a) no shift and (b) 1-bit shift.

Fig. 12. Comparison of PN and HW spreading codes: (a) no shift and (b) 1-bit shift.

detector only, MRC followed by PIC-MUD (denoted by MR-
CPIC), and the conventional correlation detector (i.e., the
matched filter (MF) detector). Both MRC and PIC-MUD
were conducted based on the knowledge of CWI, which was
estimated from pilot symbols. The MF detector is widely used
in the fingerprinting, and it was implemented for performance
bench-marking. The PN and HW codes were adopted as two
spreading codes in the MC-CDMA system for comparison.
Colluder weights in the collusion attack were generated ran-
domly using a Gaussian distribution with zero mean, and a
set of colluders are randomly selected in a set of users
( ).

Simulation results are obtained from a total of 1000 simula-
tion runs. For Examples 1–6, the length of spreading codes is
chosen to be as a basic unit. The length of the user
message is set to . The total length of embedding codes
is without pilot symbols. If we add one pilot
symbol, we need an additional 256 bits. From (14), the total
number of users that can be supported is without
any shift (i.e., ).

Example 1: Comparison of BEP Between Colluders and
Innocent Users: One performance metric of the proposed
MC-CDMA-based fingerprinting system is the BEP after
colluder detection. In Fig. 9, we show the BEP histograms of

colluders and innocent users under perfect CWI knowledge.
We plot the performance of two detectors, MF and MRCPIC,
in Fig. 9(a) and (b), respectively. For the MF detector, the BEPs
of colluders and innocent users overlap with BEP equal to 0.2
and 0.3. Thus, they cannot be easily separately. In contrast,
for the MRCPIC detector, we see a clear separation between
BEPs of colluders and innocent users. (Specifically, BEPs of all
colluders with the MRCPIC detector are equal to zero.) Thus,
we can use a threshold to differentiate them easily.

The received user message may be different from all user
messages embedded earlier due to bit errors resulting from the
collusion attack and the colluder detection processes. Then, we
can choose the user message that is closest to the detected one,
and compute the BEP accordingly. As discussed in the end of
Section IV-D, we can adjust the threshold value, , to allow a
trade-off between the false alarm rate and the miss rate. For ex-
ample, we can choose a threshold (e.g., ) closer to
the BEP of colluders to lower the false alarm rate at the cost
of an increased miss rate. This could be more desirable since
the penalty of a false alarm (accusing an innocent user as a col-
luder) is higher than that of a miss (missing a colluder in the
detection). After decision level is determined, we check the
BEPs of all detected colluders. A detected colluder whose BEP
is lower than is confirmed to be a true colluder. Otherwise, we
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Fig. 13. Comparison of various shifts with the MRCPIC detector: no shift, 1-bit
shift (� � �, 1), 3-bit (� � �, 1, 2, 3), and 7-bit shift (� � �, 1, 2, 3, 4, 5,
6, 7).

will reclassify it to an innocent user. If the BEP of a colluder is
higher than , a miss occurs.

Example 2: Colluder Identification Performance: We plot the
number of identified colluders as a function of the total number
of colluders participating in the collusion attack with the per-
fect CWI in Fig. 10 with no shift and 1-bit shift in codeword
reuse. Again, we observe that MRCPIC gives the best perfor-
mance while the MF detector gives the worst performance. In
the case of no shift, MRC and MRC/PIC-MUD give the same
performance since there is no colluder interference within the
same codeword group. In the case of a 1-bit shift, the perfor-
mance of MRC degrades when the number of colluders becomes
large.

Example 3: Performance Comparison With Estimated CWI:
We consider the estimation of CWI from pilot symbols in this
example, where the length of pilot code is 256. The pilot codes
for all users are embedded in the same position of the media
file, and the power of pilot codes is kept at the same level as
user spreading codes. The length of fingerprint codes should be
properly extended depending on the codeword reuse scheme.
That is, 256 for no shift and 512 for the 1-bit shift. The latter case
needs twice the space to achieve IGI-free pilot-based estimation.
The number of identified colluders is plotted as a function of the
total number of participating colluders in Fig. 11. We see almost
the same performance as that in Fig. 10(a) when there is no
shift in codeword reuse. For the 1-bit shift case, the performance
degrades due to the impairment of estimated CWI using pilot
symbols in the presence of a multipath channel [32].

Example 4: Comparison of PN and HW Spreading Codes:
We compare the performance of PN codes and HW codes
with no shift and 1-bit shift in Fig. 12, where the MRCPIC
detector was used. Clearly, HW achieves better identification
performance than PN, which is even more obvious in the 1-bit
shift case. Since PN codes have a cross-correlation term to
achieve the high peak in correlation detection, they experience
a strong IGI effect [29] when the collusion attack occurs
between colluders from different colluder groups. The PN is

Fig. 14. The effect of the number of PIC iterations on the performance of the
MRCPIC detector in the 1-bit shift case.

Fig. 15. The impact of the code rate on the number of identified colluders with
the MRCPIC detector.

a poor choice if interference cannot be properly handled for
pilot-based estimation and MRCPIC detection in the receiver
as observed in [48].

Example 5: Comparison of the Shift Effect in Codeword
Reuse: We compare the shift effect on the colluder identi-
fication performance with HW codes and estimated CWI in
Fig. 13. The system can support 256, 512, 1024, and 2048
users with zero, 1-bit, 3-bit, and 7-bit shifts, respectively. We
see that the number of identified colluders is equal to 256, 410,
430, and 620 in the extreme case (that is, all users participate
in the collusion attack). In other words, the ratio of identified
colluders drops. More shifts degrade the colluder identification
performance more, which is related to the multipath fading
effect. The problem of detecting a large number of users in a
multipath fading environment is difficult [24].

Example 6: The PIC Iteration Effect: The PIC module is used
to cancel interference from other colluders in the collusion
attack. Intuitively, a larger PIC iteration number tends to improve
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Fig. 16. Comparison of ECCs (no ECCs, the Hamming codes and the BCH codes) with the MRCPIC detector under two code rates: (a) � � ���� and (b) � � ����.

the colluder detection performance. To see the effect of the PIC
iteration number, we plot the number of identified colluders
as a function of the total number of participating colluders
parameterized by the PIC iteration number in Fig. 14. Five
cases were compared: no PIC, one, two, three, and nine PIC
iterations. We see that the performance improves up to three
iterations. After that, the performance remains about the same
with more iteration numbers. The gap between no and one
PIC iteration is significant when the number of participating
colluders is larger.

Example 7: Impact of the Code Rate: Recall that the code
rate is the ratio of the number of user message bits over the
full message length with error correction coding as defined in
(7). We plot the number of identified colluders as a function of
the total number of participating colluders parameterized by the
code rate, where the Hamming code was adopted as the ECCs in
Fig. 15. We see that, as increases, the performance is poorer.
This is because a larger value leads to a higher BEP, and it is
more difficult to separate colluders and innocent users.

Example 8: Comparison of ECCs: We compare the effect of
different ECCs with the MRCPIC detector in Fig. 16. They are
the (15, 11) and (7, 4) codes for both Hamming and BCH [31].
We also show the performance of no ECC as the performance
benchmark, where bits reserved for error correction were set to
one default pattern (say, all 0’s or 1’s). The following two cases
were examined.

1) the user ID length was , the message length was
, and the code rate was ;

2) the user ID length was , the message length was
, and the code rate was .

The total length of embedding codes was
for and

for . The 1-bit shift was used for codeword reuse. We
see from the figure that the number of identified colluders in-
creases when the BCH and the Hamming codes are applied. The
performance of ECC codes decreases as the code rate increases

Fig. 17. Comparison of the colluder identification performance between the
MC-CDMA-based and the independent fingerprinting schemes, which are la-
belled by MCF and IF, respectively, for three FNR values.

(i.e., less protection). The BCH codes outperform the Hamming
codes at the same code rate.

Example 9: Comparison With Independent Fingerprinting
Under Noise: We compare the colluder identification perfor-
mance of the proposed MC-CDMA-based and the independent
fingerprinting [7], [49] schemes in Fig. 17 with three FNR
values (i.e., 0, 5, and 25 dB). We see that the MC-CDMA-based
fingerprinting outperforms the independent fingerprinting
clearly with the same codeword length and power in all FNR
values. To improve the colluder detection performance in the
low FNR range, we may apply more robust estimation schemes
such as the minimum mean square error estimator [29], [45],
which will be explored in the future.

Example 10: Impact of Noise and Quantization: A 16-bit
audio signal sampled at 44.1 KHz and a video signal with 256
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Fig. 18. Performance of the MC-CDMA-based fingerprinting system on audio (A) and video (V) data under the impact of (a) noise and (b) quantization.

gray levels of size 760 480 were used as the host signal. The
embedded code strength was chosen according to the JND
criterion as discussed in Section III. There was no bit shift in
codeword generation. The frequency-domain (i.e., FFT domain
or wavelet domain) code embedding was implemented.

Information loss could be resulted from additive noise
and signal quantization and, consequently, the performance
degrades. To see this, we compare the performance of the
MC-CDMA-based fingerprinting system with three FNR
values (i.e., 0, 5, and 25 dB) in Fig. 18(a) and with two quan-
tization levels ( i.e., step sizes 1 and 2) in Fig. 18(b). When
there is no noise or quantization effect, the performance is the
same as shown earlier. However, when there exists noise or
quantization, the colluder detection performance degrades due
to the impairment of user codes and pilot codes. Clearly, the
performance is related to the power of embedded fingerprint
codes. The higher the fingerprint power, the better the detection
performance.

VIII. SUMMARY OF MAIN CONCEPTS AND RESEARCH

CONTRIBUTIONS

In this work, we have shown a strong analogy between
MC-CDMA-based fingerprinting and MC-CDMA commu-
nication systems. Several main concepts are summarized in
Table II. Concepts shared by both systems are given in the top
half of the table. Some concepts unique to the fingerprinting
system are presented in the bottom half of the table.

We have made the following contributions in this research.
• To the best of our knowledge, this is the first attempt to

deal with time-varying collusion attacks, where the con-
stant collusion attacks studied in the literature becomes a
special case. The latter case can be easily solved with the
proposed MC-CDMA-based fingerprint solution.

• We explain the different roles of user IDs, user messages,
and user spreading codes in the fingerprint code generation
in Section IV-B. In the proposed scheme, we adopt user
message as well as spreading codes to form a unique user

ID. In contrast, the SSM [7] only uses the spreading codes
as the user ID. The proposed bit assignment framework
can accommodate much more users for a fixed length of
fingerprint codes.

• We present a new approach to design fingerprint codes
based on the multicarrier construction [3], [4] and their de-
tection via advanced detection techniques [6], [14].

• We introduce the concept of delayed embedding and relate
it to multipath fading. As a result, the number of users can
be greatly increased.

• Due to the strong analogy between MC-CDMA-based
fingerprinting and MC-CDMA communication, many
existing MC-CDMA communication techniques can be
leveraged to solve the fingerprinting problem. For ex-
ample, we can apply channel estimation techniques to
collusion weight estimation and advanced symbol detec-
tion techniques to colluders’ fingerprint detection.

• We propose a new performance metric in comparing the
performance of various fingerprinting techniques and sys-
tems.

IX. CONCLUSION AND FUTURE WORK

The MC-CDMA-based fingerprinting system was introduced
to protect continuous media such as audio and video, and its
colluder detection performance against time-varying colluder
weights was studied. We formulated this problem as an MUD
problem in a wireless communication system. We constructed
embedding codes with code spreading followed by multicar-
rier modulation. The weights were estimated by inserting pilot
signals in the embedded fingerprint. As to advanced message
symbol detection, we replaced the traditional correlation-based
detector with the MRC detector and the PIC multiuser detector.
The superior performance of the proposed MC-CDMA-based
fingerprinting system was demonstrated in the presence of time-
varying collusion attacks. In the near future, it is worthwhile
to investigate the impact of various parameters of the proposed
fingerprinting scheme on the overall traitor-tracing performance
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TABLE II
TERMS AND MEANINGS

and quality degradation of the colluded media. These parame-
ters include the amount of redundant bits for user ID protection,
the shift amount within one group, the length and energy of user
IDs and pilot signals, etc.
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