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Abstract

A novel quality-of-service (QoS)-aware routing scheme is proposed to support heterogeneous layered unicast
transmissions and improve the wireless channel utilization through cooperative network coding (CNC) in lossy wireless
mesh networks. The proposed routing scheme consists of two steps. In the first step, the scheme uses an optimization
formulation to compute the optimal routes of all layered unicast flows. The constraints of this optimization problem,
such as the transmission rate of each data layer and tolerable error rates in wireless transmissions, are derived for QoS
guarantee. In the second step, the scheme decides whether or not CNC will be applied to different unicast flows at
intermediate nodes. The decision criteria are determined by the network structure and the QoS guarantee. Specifically,
if CNC at any intermediate node does not violate the QoS constraints of involved unicast flows, it will be applied.
Otherwise, different unicast flows will be separately transmitted to their destinations without CNC. Numerical results
with different network topologies and QoS requirements are conducted to demonstrate that the proposed QoS-aware
routing scheme offers better throughput and channel utilization than separate unicast transmissions without CNC.

Keywords: Cooperative network coding; Multiple unicast transmissions; Quality-of-service guarantee; Lossy wireless
network; Optimization formulation

1 Introduction
Effective transmissions in wireless mesh networks can be
achieved by exploiting wireless broadcast and network
coding [1]. When there is more than one unicast flow
in the network, cooperative network coding (CNC) [2]
can be used to improve the total network throughput and
channel utilization. In general, CNC is applied to unicast
flows at intermediate nodes in a network. However, CNC
may affect the reliability of data in each unicast flow, espe-
cially in lossy wireless mesh networks, since the success of
a unicast session now depends on another unicast session
involved in CNC. Essentially, all CNC packets must be
delivered correctly at the encoding and decoding nodes.
It is challenging to achieve high network throughput, data
quality guarantee, and efficient channel utilization under
unreliable wireless mesh environments.
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For multimedia transmissions over heterogeneous wire-
less networks, data are often separated into multiple data
layers. Depending on the end-to-end transmission capac-
ity between a source and a destination, the number of
data layers received determines the quality perceived by
the destination. In short, CNC requires that the involved
unicast sessions have the same data rate. With separated
data layers, CNC can be applied in some data layers even
though the overall data rates (or equivalently the trans-
mission capacities) of the involved unicast sessions are not
equal. Hence, layered coding can increase the applicability
of CNC in heterogeneous wireless networks.
In this work, we investigate a novel quality-of-service

(QoS)-aware routing scheme in lossy wireless mesh net-
works. The proposed scheme supports heterogeneous
layered unicast transmissions with QoS guarantee and
improve channel utilization by applying CNC based on
the local structure of the network. The proposed routing
scheme consists of two steps. In the first step, the scheme
uses a linear optimization formulation to compute routes
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of all layered unicast flows. The constraints of this opti-
mization problem, such as the transmission rate of each
data layer and tolerable error rates in wireless transmis-
sions, are derived to achieve QoS guarantee. In the second
step, the proposed scheme decides whether or not CNC
will be applied to different unicast flows at intermediate
nodes to improve channel utilization. The decision crite-
ria are determined by the local network structure and the
corresponding QoS guarantee.
The rest of this paper is organized as follows. Related

work is discussed in Section 2. The network model
and assumptions made in this research are described in
Section 3. The optimization formulation used to com-
pute the optimal routing of layered data transmissions
is derived in Section 4. A set of equations pertaining
the reliability of CNC encoded flows is derived and the
QoS-aware CNC decision is presented in Section 5. The
performance of the proposed QoS-aware routing scheme
is evaluated in Section 6 using numerical experiments
under random network topologies and different traffic
conditions. Concluding remarks are given in Section 7.

2 Related work
Network coding was proposed for wired networks by
Ahlswede et al. [3]. The authors derived the max-flow
min-cut theorem to demonstrate the benefit of network
coding by allowing each destination of a multicast session
to receive data up to the multicast capacity. Since then,
network coding has been extended to several other net-
works, including wireless networks. The main benefit of
applying network coding is the throughput improvement
achieved by efficient sharing of transmission resources.
The physical properties of wireless networks are differ-
ent from those of wired networks. Unreliable physical
channels, limited battery energy of mobile devices, con-
tention of channel usages, and lack of centralized control
are issues to be considered. The term ‘cooperative net-
work coding (CNC)’ is used to emphasize the cooperation
between different nodes in a network. In the context
of wireless broadcasting, a transmitted packet can be
received by all receivers in the transmission range, and
the COPE-type network coding was proposed by Katti
et al. [4] to exploit this property. In particular, COPE is
presented as a new forwarding architecture that signifi-
cantly improves the throughput of wireless networks.
Instead of receiving and forwarding incoming pack-

ets, each intermediate node encodes several incoming
packets using the XOR (⊕) operation and then for-
wards each coded packet to the next-hop node. The
next-hop node can decode each coded packet if all the
other involved coded packets have been received, possi-
bly through wireless broadcasting. Over all, CNC can help
improve both throughput and energy efficiency in wireless
networks.

Packet routing incorporating network coding for wire-
less networks using centralized control has been studied
extensively. Network coding-aware routing was studied
by Sengupta et al. [5,6], who demonstrated that network
coding-aware routing yields better throughput than net-
work coding-oblivious routing. A similar work on CNC-
aware routing inmultirate networks, which extends COPE
by exploiting spatial diversity, was proposed in [2]. A
network coding-aware routing protocol in lossy wire-
less networks including a path discovering process was
proposed by Wei et al. [7]. This method offers through-
put improvement via the structure selection of CNC. All
aforementioned authors formulated optimization prob-
lems to obtain their routing solutions. However, they do
not consider QoS guarantee for data transmissions.
The bound on the throughput gain of network cod-

ing and broadcasting in wireless networks was studied
in [8]. The authors showed analytically that the benefit
was upper bounded by a constant for both the protocol
model and the physical model of wireless transmissions.
Li and Li [9] investigated the benefit of network coding
in the routing of multiple independent unicast transmis-
sions. They pointed out that the coding advantage is
not finitely bounded in directed networks. In undirected
networks, they showed that the potential for network
coding to increase achievable throughput is equivalent
to its potential to increase bandwidth efficiency. Traskov
et al. [10] studied network coding for multiple unicast
sessions using a linear optimization formulation. They
proposed code construction techniques for certain con-
nection points that are feasible with a network coding
technique called the poison-antidote concept. However,
QoS guarantee and layered transmissions were not taken
into consideration in these studies.
Due to the limited transmission range of a wireless

node, it is typical for a source node to transmit data to
a destination node by going through several intermediate
nodes. Layered video transmission in wireless networks
using relay nodes was proposed by Alay et al. [11]. Lay-
ered video transmission employs successive refinement
of information or scalable coding was considered in [12].
Video streaming using network coding over wireless net-
works was proposed by Seferoglu and Markopoulou [13].
The proposed video-aware opportunistic network coding
scheme considers the decodability of network codes by
multiple receivers as well as the relative importance and
delay of video packets. However, the QoS guarantee issue
has not yet been examined in depth in these papers.
Mahapatra et al. [14] proposed a QoS- and energy-

aware routing scheme for real-time traffic in wireless
sensor networks. The scheme employs an adaptive pri-
oritized medium access control (MAC) to provide a dif-
ferentiated service model for real-time packets. However,
network coding was not considered in [14]. More recently,
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Supittayapornpong et al. [15] proposed a framework of
layered data multicasting with QoS guarantee, which
includes network code assignment to each node in the net-
work. In addition, a practical algorithm which calculates
the optimal network code length providing QoS guaran-
tee for wireless multicast was proposed in [16]. However,
their framework did not address the issue of network con-
tention due to the coexistence of multiple unicast video
streams.
Greco et al. [17] proposed a framework for reliable

video streaming in lossy wireless networks using expand-
ing window network coding (EWNC), multiple descrip-
tion coding (MDC), and a novel rate-distortion optimised
(RDO) scheduling algorithm. However, they assumed that
multiple sources transmit the same video to a single
receiver. In addition, their framework cannot be applied
to the streaming of layered videos. Oh and Kim [18] pro-
posed a practical online scheduling algorithm for mobile
video streaming to multiple clients. In their work, an
access point (AP) constructs and broadcasts the best net-
work code, which is based on the packets of I-frames
with high peak signal-to-noise ratio (PSNR) during a
group of picture (GoP), to all clients. Their framework
well addressed a problem of single-hop video transmis-
sions from an access point to mobile users in lossy
wireless networks. However, they did not consider mul-
tihop transmissions in wireless mesh networks. Yang
et al. [19,20] proposed a network coding-based multipath
routing (NCMR) scheme for wireless sensor networks.
They used random linear network coding to improve
the reliability of the data transmission on braided mul-
tiple paths. Their approach was proven to be efficient
in terms of energy consumption, which can be shown
by a reduced number of transmissions in wireless sen-
sor networks. Nevertheless, the QoS requirement and
transmission rate were not primarily considered in their
works.

3 Systemmodel and problem description
3.1 Network model
We model a wireless mesh network as a directed graph
G(N ,E), where N and E are the sets of nodes and bidirec-
tional links in the network, respectively. There are several
unicast sessions in the network. Each session is defined
by a unique source-destination pair. Let s and d denote
source and destination nodes of an arbitrary unicast ses-
sion, respectively. Table 1 summarizes the notations used
in this paper.
The link conveying data from node a to node b is

denoted by (a, b). In general, a wireless link connecting
any pair of nodes is bidirectional. However, we can rep-
resent a bidirectional link using two directed links having
opposite flow directions. For example, a bidirectional link
between node a and node b can be split to two links,

Table 1 Summary of notations

Summary of notations

G(N, E) Directed graph that represents a wireless mesh network

N Set of nodes in the network

E Set of links in the network

(a, b) Link conveying data from node a to node b

t(l) Transmitter node of link l

r(l) Receiver node of link l

TO(n) Set of outgoing links of node n

TI(n) Set of incoming links of node n

� Set of all pairs of source and destination nodes in the
network

(s, d) Pair of source node s and destination node d of an arbitrary
unicast session

cl Normalized capacity of link l

pl Probability of packet loss of link l

M
(s,d)

Number of the original layers of data transmitted by (s, d)

L(s,d)
i

ith layer of (s, d)

r(s,d)
i

Transmission rate of ith layer of (s, d)

I
M

(s,d) Set of layer indices of (s, d), where I
M

(s,d) =
{0, 1, 2, . . . ,M(s,d) − 1}

t Normalized transmission rate

M(s,d) Number of sublayers of (s, d), where M(s,d) =∑
i∈I

M(s,d)
r(s,d)
i

/t

M Maximum number of sublayers that a source send to a
destination in a network

L(s,d)i The ith sublayer of (s, d)

IM Set of sublayer indices, where IM = {0, 1, 2, . . . ,M − 1}
P(s,d)
i Probability of a successful packet transmission for Li of

(s, d) called the reliability

f (s,d)l,i 0 to 1 variable that indicates whether or not link l is used
to transmit a packet of Li for (s, d)

R(s,d)
i Set of links used to transmit packets of sublayer Li from

source s to destination d

x(s,d)i 0 to 1 variable that indicates whether or not packets of
sublayer Li are transmitted from source s to destination d

κ
(s,d)
i Information value of L(s,d)i used to prioritize data sublayers

q(s,d)
i QoS requirement of sublayer L(s,d)i

J Set of indices for all independent sets

Zj Set of parameters indicating the links that can be activated
at the same time according to the jth independent set

zjl Variable that indicates whether or not link l can be
activated in the jth independent set

aj Activation time fraction of the jth independent set in each
time slot

γ Tuning parameter of the alternative objective function,
where 0 < γ < 1
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namely (a, b) and (b, a), which may have different loss
characteristics.
Alternatively, for link l ∈ E , let t(l) and r(l) be the

transmitter and receiver nodes of link l, respectively. For
each node n ∈ N , let TO(n) = {l ∈ E|n = t(l)} and
TI(n) = {l ∈ E|n = r(l)} be the sets of outgoing and
incoming links of node n, respectively. Let � be the set of
all source and destination pairs in the network. In other
words, (s, d) ∈ � denotes a unicast session.
Each link has a normalized positive integral capacity or

transmission rate denoted by cl. A normalized unit capac-
ity can be translated into bits per second. The probability
of a packet loss of link l is denoted by pl, where 0 ≤ pl ≤ 1.
Each (s, d) ∈ � transmits M(s,d) original layers of data,
where L(s,d)

i is the ith layer with transmission rate r(s,d)

i . Let
the set of layer indices of each (s, d) be IM(s,d) , where

IM(s,d) = {0, 1, 2, . . . ,M(s,d) − 1}.
To generalize the layered scheme, we decompose each

original layer L(s,d)

i into several sublayers with the same
transmission rate based on r(s,d)

i . Let t be equal to one
normalized unit. Then, (s, d) hasM(s,d) sublayers, where

M(s,d) =
∑

i∈I
M(s,d)

r(s,d)

i
t

.

LetM represent the maximum number of sublayers that
a source sends to a destination in the network, i.e.,

M = max
(s,d)∈�

(M(s,d)).

Therefore, each (s, d) has up toM sublayers, where L(s,d)
i is

the ith sublayer with the same common transmission rate
t, so that network coding can be applied across heteroge-
neous unicast sessions. Let the set of sublayer indices for
all (s, d) be IM, where

IM = {0, 1, 2, . . . ,M − 1}.

3.2 QoS guarantee
Definition 1. The QoS guarantee for (s, d) ∈ � and

i ∈ IM is a lower bound of the probability that source s
can transmit a packet of sublayer L(s,d)

i to destination d
successfully.

The probability of a successful packet transmission for
L(s,d)
i , called the reliability and denoted by P(s,d)

i , can be
expressed as

P(s,d)
i =

∏
l∈E

(1 − pl)f
(s,d)

l,i , (1)

where f (s,d)

l,i indicates whether or not link l ∈ E is used
to transmit a packet of L(s,d)

i . If it is used, f (s,d)

l,i = 1.
Otherwise, f (s,d)

l,i = 0.

4 Optimal path selection for layered unicast
In this section, we describe a method for selecting an opti-
mal set of paths to transmit layered data for all unicast
sessions. The selection is constrained by the QoS guaran-
tee of each data layer and by wireless link scheduling. The
definition of an optimal set of paths is given below.

Definition 2. A path for (s, d) ∈ � and i ∈ IM is a
set of links, denoted by R(s,d)

i , used to transmit packets of
sublayer L(s,d)

i . An optimal set of paths is such that R(s,d)
i ,

(s, d) ∈ �, i ∈ IM, maximize the objective function under
a set of constraints.

We discuss the objective function as well as the set of
constraints in the following subsections.

4.1 Objective function

Let x(s,d)
i be the variable indicating whether or not packets

of sublayer L(s,d)
i are transmitted with QoS guarantee. If

the sublayer is transmitted with QoS guarantee, x(s,d)
i = 1.

Otherwise, x(s,d)
i = 0. Moreover, to prioritize data sub-

layers, we define the information value of each sublayer
as κ

(s,d)
i , where κ

(s,d)
i ≥ κ

(s,d)
j , when i < j. This means

that, the lower a data sublayer, the higher its priority.
The throughput of sublayer L(s,d)

i is the product of the
reliability P(s,d)

i and normalized transmission rate t.
One of our objectives is to maximize the total through-

put while taking the reliability into account. The informa-
tion value of the sublayer L(s,d)

i , κ
(s,d)
i , is used to provide

priorities among different sublayers. Sublayers from the
same original layer will have the same information value.
Specifically, κ

(s,d)
i = M− i, where the sublayer L(s,d)

i is
from the ith layer. Consequently, κ

(s,d)
i = κ

(s,d)
j if both

L(s,d)
i and L(s,d)

j are from the same original layer. The
concept of information value is demonstrated in Figure 1.
Furthermore, we attempt to reduce the channel use by

minimizing the path length for each R(s,d)
i since a shorter

path can result in a smaller number of transmissions used
for each flow, leading to more efficient channel utilization
and shorter delay in wireless networks. Based on the above
discussion, we first select the following objective function:∑

(s,d)∈�

∑
i∈IM

κ
(s,d)
i x(s,d)

i log (P(s,d)
i t). (2)

We use the logarithmic throughput in (2) since a sum
of logarithmic utility functions ensures proportional fair-
ness. To avoid nonlinear optimization which demands
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Figure 1 An example of defining the information value of each
sublayer based on its original layer. To show the concept used for
defining the same priority of the sublayers belonging to the same
layer.

higher computational complexity, we can maximize the
following equivalent function∑

(s,d)∈�

∑
i∈IM

κ
(s,d)
i {logP(s,d)

i + x(s,d)
i log t}, (3)

which can be solved by linear optimization. The equiva-
lence between these two objective functions is stated and
proved as Theorem 1. The objective function in (3) can be
rewritten as∑

(s,d)∈�

∑
i∈IM

κ
(s,d)
i {log

∏
l∈E

(1 − pl) f
(s,d)

l,i + x(s,d)
i log t}. (4)

Thus, our objective function takes the following final
form:∑

(s,d)∈�

∑
i∈IM

κ
(s,d)
i {

∑
l∈E

pl f
(s,d)

l,i + x(s,d)
i log t}, (5)

where pl = log (1 − pl).
Relevant properties based on the objective function in

(5) are summarized in Theorem 1.

Theorem 1. The objective function in (5) has the follow-
ing properties:

1. Maximizing the objective function∑
(s,d)∈�

∑
i∈IM

κ
(s,d)
i {logP(s,d)

i + x(s,d)
i log t} (6)

is equivalent to maximizing the objective function∑
(s,d)∈�

∑
i∈IM

κ
(s,d)
i x(s,d)

i log (P(s,d)
i t). (7)

2. In an optimal set of paths for each unicast session, for
any two paths in this set, a path having a higher
reliability transmits packets of either the same or
higher information value.

3. Given a lossy network, the objective function yields a
set of paths that has the minimum number of channel
uses in the case of equal link loss probabilities.

The proof of Theorem 1 can be found in the Appendix.

4.2 Flow conservation constraint
The considered wireless mesh network is modeled as a
network with information flows. Consider information
flows for each (s, d) ∈ � of the ith sublayer, where i ∈ IM.
The total flow into a particular intermediate node is equal
to the total flow out of the node. The flow of sublayer
L(s,d)
i from source node s to destination node d is equal to

sublayer rate t. Thus, the constraint on information flow
conservation can be expressed mathematically as

∑
l∈TO(n)

tf (s,d)

l,i −
∑

l∈TI (n)

tf (s,d)

l,i =

⎧⎪⎨
⎪⎩
tx(s,d)

i , n = s
−tx(s,d)

i , n = d
0, otherwise

(8)

for all i ∈ IM, (s, d) ∈ �, and n ∈ N . Note that,
when x(s,d)

i = 0, the total flow out of a source or into a
destination must be zero.

4.3 Reliability constraint

TheQoS requirement of sublayer L(s,d)
i is denoted by q(s,d)

i ,
where 0 ≤ q(s,d)

i ≤ 1. Based on (1), the constraint on
packet transmissions of sublayer L(s,d)

i withQoS guarantee
can be expressed as

P(s,d)
i =

∏
l∈E

(1 − pl) f
(s,d)

l,i ≥ q(s,d)
i (9)

for all i ∈ IM and (s, d) ∈ �. By taking the logarithm on
both sides of (9), we obtain∑

l∈E
f (s,d)

l,i pl ≥ q(s,d)
i , (10)

where q(s,d)
i = log q(s,d)

i . This constraint demands each
path selected by the optimal routing to achieve the QoS
requirement based on the reliability consideration.
The choice of the QoS requirement of each data layer,

q(s,d)
i , is based on its priority and type of application and

is obtained from experiences of end users. For exam-
ple, in voice over IP (VoIP) traffic, the packet loss rate
should not exceed 5% to not affect the quality significantly.
When link qualities of a wireless mesh network are in hos-
tile conditions, the original QoS requirements may not
be feasible because the proposed optimization framework
cannot find feasible transmitting paths guaranteeing the
original QoS requirements of those data layers. This infea-
sibility is, however, common to communication networks.
The problem can typically be handled through the process
of call admission control (CAC), which we assume to exist
but whose details are beyond the scope of our investiga-
tion. The ILP problem can be used for network resource
allocation in conjunction with CAC.
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4.4 Wireless link scheduling constraint
Due to the broadcast nature of wireless communications,
a transmission of a particular node can affect transmis-
sions of other nodes in its coverage range. Since wireless
channels are shared among multiple nodes, a node placed
in the transmission and coverage ranges of other nodes
may be interfered by simultaneous communications. In
this work, we assume that the wireless interference can
be managed by an appropriate channel planning [21,22].
A receiver node cannot simultaneously receive more than
one packet whereas a transmitter node can send no more
than one packet at a given time. Therefore, a wireless
link scheduling technique is needed to coordinate wireless
broadcasting.
A broadcast transmission scheduling technique using

the independent set concept was proposed by [2]. An
independent set consists of a set of links where no two
links share a common end node. In our network model,
any pair of links in an independent set must share neither
a common transmitter node nor a common receiver node.
It is also assumed that broadcasting is achieved using
omnidirectional antenna, where the transmission of each
packet goes into all directions. The number of all possi-
ble independent sets in a given network can be quite large
since it grows exponentially with the number of links.
Instead of considering all independent sets, it suffices

to consider a family of independent sets whose union can
cover all links of the network. The problem of choosing
such independent sets for a network can be formulated
as a set covering problem (SCP) [23] whose solution
can be solved by using either integer linear optimization
or greedy algorithm. To give an example as shown in
Figure 2, instead of considering all feasible independent
sets in the network, we can consider the following inde-
pendent sets: {(1,2), (4,5), (3,6)}, {(1,2), (5,4), (3,6)}, {(1,2),
(4,5), (6,3)}, {(1,2), (3,4)}, {(2,1), (3,4)}, {(2,3), (4,5)}, {(3,2),
(4,5)}, {(1,2), (4,3)}, {(2,3), (5,1)}, and {(2,3), (1,5)}.

Figure 2 An exemplary wireless network. To show a set of directed
links in a wireless network.

LetZj be a set of parameters indicating the links that can
be activated at the same time according to the jth indepen-
dent set. In particular, Zj = {z jl }l∈E . If z jl = 1, link l can be
activated; otherwise, link l cannot be activated in the jth
independent set. The set of indices for all Zj is denoted by
J . For example, Zj for independent set {(1,2), (4,5), (3,6)} of
the network shown in Figure 2 is

Zj = {z j(1,2), z j(2,3), z j(3,4), z j(4,5), z j(5,1), z j(1,5),
z j(5,4), z

j
(4,3), z

j
(3,2), z

j
(2,1), z

j
(3,6), z

j
(6,3)}

= {1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0}. (11)

To achieve time sharing according to link capacities,
each selected independent set Zj will be activated for a
time fraction aj in each transmission time slot. The value
of aj is 0 ≤ aj ≤ 1 for j ∈ J , and

∑
j∈J aj = 1. Then,

the wireless link scheduling constraints can be expressed
mathematically as∑

(s,d)∈�

∑
i∈IM

f (s,d)

l,i ≤
∑
j∈J

clz
j
l aj (12)

for all l ∈ E, and∑
j∈J

aj = 1. (13)

4.5 Problem formulation: a summary
Based on the above discussion, we can formulate the opti-
mal path selection problem as a linear optimization using
the objective function in (5) with constraints of the flow
conservation in (8), the reliability in (9), and the wireless
link scheduling in (12) and (13). The overall problem is
summarized in the following:
Maximize∑

(s,d)∈�

∑
i∈IM

κ
(s,d)
i {

∑
l∈E

pl f
(s,d)

l,i + x(s,d)
i log t} (14a)

subject to

∑
l∈TO(n)

tf (s,d)

l,i −
∑

l∈TI (n)

tf (s,d)

l,i =

⎧⎪⎨
⎪⎩
tx(s,d)

i , n = s
−tx(s,d)

i , n = d
0, otherwise

(14b)

∀i ∈ IM,∀(s, d) ∈ �,∀n ∈ N ,

∑
l∈E

pl f
(s,d)

l,i ≥ q(s,d)
i , ∀i ∈ IM,∀(s, d) ∈ �, (14c)

∑
(s,d)∈�

∑
i∈IM

f (s,d)

l,i ≤
∑
j∈J

ajclz
j
l, ∀l ∈ E, (14d)

∑
j∈J

aj = 1, (14e)

x(s,d)
i ≥ x(s,d)

i+1 ,∀i ∈ IM−1,∀(s, d) ∈ �, (14f)



Tarnoi et al. EURASIP Journal onWireless Communications and Networking 2014, 2014:81 Page 7 of 18
http://jwcn.eurasipjournals.com/content/2014/1/81

f (s,d)

l,i ∈ {0, 1},∀i ∈ IM,∀(s, d) ∈ �,∀l ∈ E, (14g)

x(s,d)
i ∈ {0, 1},∀i ∈ IM,∀(s, d) ∈ �, (14h)

0 ≤ aj ≤ 1,∀j ∈ J , (14i)
where IM−1 = {0, 1, . . . ,M − 2}.
Specifically, we can explain each constraint as follows.

Constraint (14b) is the flow conservation constraint. Con-
straint (14c) is the reliability constraint. Constraints (14d)
and (14e) are the wireless link scheduling constraints.
Constraint (14f) is the layered data constraint. A trans-
mission path of a higher sublayer will be chosen only if a
transmission path of a lower sublayer has been selected.
Constraints (14g), (14h), and (14i) are the feasible values
of f (s,d)

l,i , x(s,d)
i , and aj, respectively.

Searching for a set of paths that maximize the through-
put of each layered unicast session requires high com-
putational complexity because all feasible links must be
considered. To reduce the complexity of the problem, the
objective function in (14a) is modified as

∑
(s,d)∈�

∑
i∈IM

κ
(s,d)
i

{
x(s,d)
i log t −

∑
l∈E

γ f (s,d)

l,i

}
, (15)

where γ is a tuning parameter between zero and one.
The objective function in (15) gives a suboptimal solu-

tion with respect to the original objective function in
(14a). The objective function in (15) may not satisfy the
second property of the original objective function since
it does not take into account the successful transmission
probability of each link. However, the third property of
the original objective function still holds, i.e., the objec-
tive function in (15) provides shortest paths in terms of
hop distances satisfying both the transmission rate and
QoS requirement of each sublayer, which can be proven
by using the similar approach to the third property of
Theorem 1.
The constrained linear optimization is solved to obtain

an optimal set of paths R(s,d)
i , (s, d) ∈ �, i ∈ IM, as defined

in Definition 2. An optimal solution to the problem can
be obtained by various mathematical programming tools.
We select CoinMP [24], which is a C-API library that
supports most of the functionality of Coin Linear Pro-
gramming (CLP), Coin Branch-and-Cut (CBC), and Cut
Generation Library (CGL) projects, to be the solver for
linear programming. This is the first step of the proposed
QoS-aware routing scheme. These obtained optimal paths
are inputs to the second step of the proposed QoS-aware
routing scheme as described in the next section.

5 QoS-aware CNC for layered unicasts
The CNC establishment (CNCE) protocol is presented in
this section and is used to decide whether or not CNC
will be performed on different unicast pairs at intermedi-
ate nodes. The decision criterion is derived based on the
QoS requirement of transmitted layered data.

5.1 Three basic local structures
We consider three local structures for the application
of CNC, called the A-B, Y, and X structures, as shown
in Figure 3. The dashed and regular arrows shown in
Figure 3 represent the overhearing and direct trans-
missions, respectively. These three local structures were
partly used in [2,6,7]. They serve as the basis in typical
networks.
For the A-B structure, CNC is employed at node C,

which combines each pair of packets received from node
A and node B, and then broadcasts the combined packet
back to those nodes. Transmission delay and energy con-
sumption in a shared network can be reduced at the cost
of lower reliability of transmitted data. This is because
to receive the transmitted data correctly at nodes A and
B, all data packets involved in the network coding oper-
ation must be successfully received by node C, while the
network coded packets at node C must be successfully
received by nodes A and B.
For the Y structure, there are two unicast flows: (1) from

node A to node B and (2) from node B to node D. CNC

Figure 3 Three basic local structures for the CNCE protocol. (a) The A-B structure, (b) the Y structure, and (c) the X structure. The dashed and
regular arrows represent the overhearing and direct transmissions, respectively. To show the basic local structures used in the CNCE protocol. The
dashed and regular arrows represent the overhearing and direct transmissions, respectively.
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is conducted at node C. In particular, node D receives a
packet transmitted by node A via opportunistic listening.
Node C encodes each pair of packets received from node
A and node B, and then broadcasts the network coded
packet to nodes B and D simultaneously.
For the X structure, there are two unicast flows: (1)

from node A to node B and (2) from node E to node
D. Network coding is operated at node C. The coded
data packet is then broadcast to nodes D and B. Trans-
mission delays and energy consumptions of these uni-
cast flows are reduced since the number of channel
uses is reduced due to CNC. However, the reliability
in transmitted data deteriorates due to the dependency
on required packets in data decoding at destination
nodes.
These local structures are potentially embedded in gen-

eral random topologies. We provide numerical results
in terms of the transmission reliability for general ran-
dom topologies that perform CNC using these three local
structures in Section 5.3.

5.2 Coding rules and opportunities
In this subsection, we discuss the coding rules and oppor-
tunities of CNC. Consider k packets ρ0, ρ1, ρ2, · · · , ρ(k−1)
that are independent of one another and are on their
own flows traversing a common intermediate node. The
packets ρ0, ρ1, ρ2, · · · , ρ(k−1) leave a common interme-
diate node and travel to nodes n0, n1, n2, · · · , n(k−1),
respectively. At the intermediate node, interflow coding
using the XOR (⊕) operation forms the coded packet
ρ = ρ0 ⊕ ρ1 ⊕ ρ2 ⊕ · · · ρ(k−1). Next, the coded packet
ρ is broadcast to nodes n0, n1, n2, · · · , n(k−1). The coded
packet is valid and can be decoded at each ni only if ni
has received packets ρj for all j ∈ {0, 1, 2, · · · , k − 1}
and j �= i. These coding rules are demonstrated in
Figure 4.
The next node ni can have all mentioned packets ρj with

the following two conditions:

1. Packet ρj belongs to a flow that has traveled through
ni, where ni keeps the packet in its memory for a
period of time for the purpose of CNC. This
situation, known as the nonopportunistic listening
CNC operation, is applicable to the A-B structure

2. Node ni receives packet ρj by overhearing the packet
from a transmission of its adjacent node. For the
network coding operation, node ni keeps the packet
for later decoding of an encoded packet. The
operation, called the opportunistic listening CNC
operation, is used by the X structure.

The Y structure conducts both nonopportunistic and
opportunistic listening CNC operations. In what follows,
we adopt these conditions as the coding rules and oppor-
tunities for the CNC establishment.
Note that the proposed coding rules may not be optimal

in terms of the number of channel uses in some net-
work topologies. Other COPE structures, which consist of
more than two information flows and accordingly estab-
lish more complex encoding/decoding structures than
ours, have different coding rules and potentially pro-
vide more reduction in the number of channel uses.
However, these complex COPE structures are rarely
seen in practical networks since they require overlap-
ping transmission ranges of more nodes to form their
structures compared to the basic local structures in our
work.

5.3 Reliability computation
In this section, the effects of performing CNC in lossy
wireless networks on the reliability of layered data trans-
missions are investigated. A terminal node in each CNC
structure can reproduce its desired packet if it has the
coded packet and all the other involved noncoded packets.
In addition, to encode a packet successfully for a unicast
flow that passes node A and then node B, an intermedi-
ate node needs all required noncoded packets from other

Figure 4 Coding rules with XOR (⊕) operation. To show the coding rules applied to our routing scheme.
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unicasts travelling along links that do not belong to path
R(A,B)
i .

Statement 1. For a flow on path R(A,B)
i that is associ-

ated with the CNC structure, the participating links to the
flow on path R(A,B)

i are the links that are not on R(A,B)
i

and carry either a noncoded packet to be used for encod-
ing at an intermediate node or a noncoded packet to be
used for decoding a coded packet at terminal node B. A
participating link can be a link on the flow of another path
cooperating with the flow on path R(A,B)

i or a link used in
opportunistic listening.

We examine the participating links of the basic CNC
structures in the following.

• For the A-B structure, the participating link to the
flow on path R(A,B)

i is eBC since node C needs a
noncoded packet from node B to generate the coded
packet, which is obtained by performing the XOR
operation of a packet from node A and a packet from
node B. Similarly, we can derive the participating link
to the flow on path R(B,A)

i .
• For the Y structure, the participating link to the flow

on path R(A,B)
i is eBC since node C needs a packet

from node B to generate the coded packet. On the
other hand, the participating links to the flow on path
R(B,D)
i are eAC and eAD since both nodes C and D

need packets from node A to generate and decode the
coded packet, respectively. Note that node D can
receive a packet from node A through opportunistic
listening.

• For the X structure, eEC and eEB are the participating
links to the flow on path R(A,B)

i since node C needs a
packet from node E on eEC , while node B needs a
packet from node E on eEB to generate the coded
packet and to decode the coded packet, respectively.
Similarly, one can derive the participating links to the
flow on path R(E,D)

i , which are eAC and eAD.

Statement 2. Let ξ be the set of participating links to the
flow traveling along subpath R(A,B)

i of R(s,d)
i with CNC per-

formed, the reliability of the flow on R(s,d)
i can be expressed

as

P(s,d)
i =

⎛
⎜⎝ ∏

l∈R(s,d)
i

(1 − pl)

⎞
⎟⎠ ·

⎛
⎝∏

l∈ξ

(1 − pl)

⎞
⎠ . (16)

Note that the probability of a successful packet trans-
mission along path R(s,d)

i has previously been computed
in (1). When CNC is applied, the reliabilities of the par-
ticipating links affect the decodability of transmitted data

at a terminal node. The expression in (16) reckons the
probability of a successful packet transmission taking all
reliabilities of links in R(s,d)

i and all participating links into
account.
We use the A-B structure as an example. When the

involved transmission links are lossy, the successful trans-
mission probability of sublayer L(s,d)

i from node A to node
B and from node B to node A with CNC at node C can be
expressed as

P(A,B)
i = (1 − peAC )(1 − peCB)(1 − peBC ), (17)

and

P(B,A)
i = (1 − peBC )(1 − peCA)(1 − peAC ). (18)

For the extended A-B structure that has two intermedi-
ate nodes, i.e., nodes C1 and C2, as shown in Figure 5, we
can generalize (17) to

P(A,B)
i =

∏
∀l∈R(A,B)

i

(1 − pl) · (1 − plCn ), (19)

where node Cn is the node that performs CNC and lCn is
the incoming link of node Cn in the direction opposite to
the outgoing link of node Cn in R(A,B)

i .
For the Y structure that has five transmission links as

shown in Figure 3b, the reliabilities of unicast flows trav-
eling from node A to node B and from node B to node D
with CNC at node C can be expressed as

P(A,B)
i = (1 − peAC )(1 − peCB)(1 − peBC ), (20)

and

P(B,D)
i = (1−peBC )(1−peCD)(1−peAC )(1−peAD), (21)

respectively. They can be generalized as

P(A,B)
i =

∏
∀l∈R(A,B)

i

(1 − pl) · (1 − peBC ), (22)

Figure 5 An extended A-B structure which has more than one
intermediate node. To show an extended A-B structure which is a
special case of the A-B structure having more than one intermediate
node. The node that performs network codes can be selected from
one of these intermediate nodes.
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and

P(B,D)
i =

∏
∀l∈R(B,D)

i

(1 − pl) · (1 − peAC )(1 − peAD), (23)

where eAC is the incoming link to node C on R(A,B)
i , eBC

is the incoming link to node C on R(B,D)
i , and eAD is the

incoming link to node D from any node upstream of node
C on R(A,B)

i .
For the X structure that has six links as shown in

Figure 3c, the reliabilities of unicast flows traveling from
node A to node B and from node E to node D with CNC
at node C are expressed as

P(A,B)
i = (1− peAC )(1− peCB)(1− peEC )(1− peEB), (24)

and

P(E,D)
i = (1−peEC )(1−peCD)(1−peAC )(1−peAD). (25)

We can generalize (24) and (25) for two unicast flows
that join the X structure as

P(A,B)
i =

∏
∀l∈R(A,B)

i

(1 − pl) · (1 − peEC )(1 − peEB), (26)

and

P(E,D)
i =

∏
∀l∈R(E,D)

i

(1 − pl) · (1 − peAC )(1 − peAD), (27)

where eAC and eEC are the incoming links to node C on
R(A,B)
i and R(E,D)

i , eAD is the incoming link to node D from
any node upstream of A on R(A,B)

i , and eEB is the incoming
link to node B from any node upstream of E on R(E,D)

i .

5.4 CNCE protocol
Different unicast flows can be combined to reduce the use
of network resources when there are bottlenecks in the
network. Our goal is to apply CNC as much as possible
while guaranteeing the QoS of unicast flows of different
data sublayers. However, if combining unicast flows for
CNC leads to a violation of the QoS requirement, CNC
will not be performed and unicast flows will be separately
transmitted.
The search for CNC structures is executed by the cen-

tral controller. The optimal paths obtained from Section 4
are investigated over all links to find A-B, Y, and X struc-
tures. The central controller detects each CNC structure
by examining whether a group of links match with the
considered CNC structure. If a group of links match the
underlying CNC structure, these links must convey two
unicast flows having the same transmission rate.
The CNCE protocol can be executed step by step as

follows:

Stage 1: CNCE for the A-B structure
Step 1: Find all A-B structures in R(s,d)

i for all i ∈ IM and
for all (s, d) ∈ �.
Step 2: For each A-B structure identified in step 1, we find
two unicast flows from two pairs of (s, d) ∈ � that go
through this A-B structure.
Step 3: For each intermediate node, denoted by Cn, where
n = 1, 2, · · · ,� and � is the number of intermedi-
ate nodes in the A-B structure, we use (19) to com-
pute the reliability of applying CNC at this node. Select
an intermediate node Cn that satisfies the QoS require-
ments of two unicast flows obtained in step 2. If there
is more than one intermediate node that can satisfy the
QoS requirements with CNC, choose the node with the
best QoS. At the selected node, perform CNC on these
two unicast flows. Otherwise, CNC will not be per-
formed, and these two unicast flows will be transmitted
separately.

Stage 2: CNCE for the Y structure
Step 4: In R(s,d)

i for all i ∈ IM and for all (s, d) ∈ �, find
all Y structures that have links not in the A-B structures
identified in step 1.
Step 5: For each Y structure in step 4, use (22) and (23) to
compute the reliabilities of two unicast flows. If the uni-
cast flows transverse through the previous A-B structure,
the reliabilities of (22) or (23) will bemodified bymultiply-
ing the successful transmission probability of the link lCn
from the A-B structure. This modification is needed since
the reliability of the current CNC in the Y structure relies
on the reliability of the CNC in the A-B structure.
Step 6: If the computed reliabilities from step 5 of the Y
structure satisfy the QoS requirements of these two uni-
cast flows, performCNC on two unicast flows. Otherwise,
these two unicast flows will be transmitted separately.

Stage 3: CNCE for the X structure
Step 7: In R(s,d)

i for all i ∈ IM and for all (s, d) ∈ �, find all
X structures that have links not in the A-B structure and
the Y structure as identified in steps 1 and 4.
Step 8: For each X structure in step 7, use (26) and (27)
to compute the reliabilities of two unicast flows. If the
unicast flows travel through the previous A-B structure,
the reliabilities of (26) or (27) will be modified by multi-
plying the successful transmission probability of the link
lCn from the A-B structure. If the unicast flows travel
through the previous Y structure, the reliabilities of (26)
or (27) will be modified by multiplying (1 − peBC ) or
(1 − peAC )(1 − peAD) in the Y structure, depending on
the unicast flows. If the unicast flow travels through the
A-B as well as the Y structures, both modifications are
adopted.
Step 9: If the computed reliabilities from step 8 of the X
structure satisfy QoS requirements of these two unicast
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flows, perform CNC on the two unicast flows. Otherwise,
they will be separately transmitted.

The computed reliabilities at the end of step 9 yield the
final reliability of sublayer L(s,d)

i . We can infer from this
reliability that all L(s,d)

i have theQoS guarantees since their
end-to-end successful transmission probability are equal
to or greater than their QoS requirements.

6 Experimental results
In this section, we compare the performance of the follow-
ing three routing schemes:

• Shortest path routing (SP-R), which was considered
in [2,6,7,10],

• QoS-aware layered unicast routing (QoSSP-R) as
presented in Section 4,

• QoS-aware layered unicast routing with an
alternative objective function (15) (QoS-R), the
tuning parameter is set to 0.01 (i.e., γ = 0.01),

and their enhanced versions by incorporating our CNCE
algorithm, which is presented in Section 5.4. Thus, we can
evaluate how CNC affects these routing schemes.

6.1 Experimental setup
We simulate the three routing schemes, SP-R, QoS-R, and
QoSSP-R, and their modified schemes, SP-R w/ CNCE,
QoS-R w/ CNCE, and QoSSP-R w/ CNCE, on random
network topologies. We use the igraph library [25], which
is a free software package to generate and simulate undi-
rected and directed graphs of complex network research.
The node positions are placed randomly in a square whose
side length is 400 m. The transmission range of each node
is set to 100 m.
The transmission rate is set depending on the received

power threshold and the corresponding maximal dis-
tance based on the IEEE 802.11a standard [2]. We set
the transmission rate from 6, 12, 18, 24, 36, 48, up to
54 Mbps. For the rate 6 Mbps, we set the maximal dis-
tance of 100 m. Then, we calculate higher transmission
rates for shorter distances corresponding to the path
loss model Pr = αPt/d4, where Pr , Pt , α, and d rep-
resent the received power, the transmitted power, the
path loss coefficient used in the simulation, and the dis-
tance measured from the transmitter to the receiver,
respectively. A normalized unit of link capacity is set
to 512 kbps. The relationship between the transmis-
sion data rate and the received power is shown in
Table 2.
While more accurate path loss models can be derived

from complex analytical models or from measurements
where system specifications such as the locations of access
points must be known, a simplified path loss model is used

Table 2 Distance thresholds for different transmission
data rates

Data rate Normalized rate Received power Distance
(Mbps) (unit) (dBm) (m)

6 12 -82 100.0

12 24 -81 94.4

18 26 -79 84.1

24 48 -77 75.0

36 72 -74 63.0

48 96 -70 50.1

54 108 -66 39.8

because it can sufficiently capture the essence of signal
propagation for the purpose of data delivering as well as
interference consideration. Note that the proposed CNCE
algorithm can also be applied when other path loss models
are assumed.
We perform numerical experiments by adjusting one of

the following three parameters:

• Successful data transmission probabilities of links
• Node densities
• Traffic demands

Assume that there are no packet retransmissions. We
evaluate the performance of each routing scheme by using
three metrics: (1) total throughput of a network, (2) num-
ber of channel uses, and (3) throughput per channel use.
The total throughput of a network is a sum of trans-
mission rates of all sublayers L(s,d)

i that satisfy their QoS
requirements. In our experiments, a sink node discards
the sublayers that cannot satisfy their QoS requirements
as well as their dependencies. The number of channel uses
is a sum of links of all the paths used to transmit all lay-
ered unicast flows in each network. It reflects the wireless
channel utilization of each routing scheme. Finally, the
throughput per channel use is the ratio between the total
throughput of a network and the number of channel uses.
This metric measures the efficiency of wireless channels
in data transmission.
A source-destination (s-d) pair transmits one base layer

and two enhancement layers. We set t equal to one nor-
malized unit which is 512 kbps. The transmission rates of
the base layer, the first enhancement layer, and the second
enhancement layer are equal to 2, 1, and 1 units, respec-
tively. We set the QoS requirements, which are successful
transmission probabilities, to 0.90, 0.80, and 0.70 for the
base layer, the first enhancement layer, and the second
enhancement layer, respectively. Therefore, each s-d pair
transmits four sublayers, L(s,d)

0 , L(s,d)
1 , L(s,d)

2 , and L(s,d)
3 . The

information values of L(s,d)
0 , L(s,d)

1 , L(s,d)
2 , and L(s,d)

3 are set
to 4, 4, 3, and 2, respectively. The routing solution of each
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routing scheme is obtained from the Python program-
ming language [26] together with the PulP package [27]
and the CoinMP solver [24].

6.2 Effects of link transmission probabilities
Ten source-destination (s-d) pairs are randomly chosen
in 50 randomly selected networks with 15 nodes. The
successful data transmission probability of each link is
randomly generated, where Z ≤ 1 − pl ≤ 1 and Z ∈
{0.89, 0.90, 0.91, 0.92, 0.93, 0.94, 0.95, 0.96}. Note that the
x-axis of all the result plots specifies the value of Z.
Figure 6 shows the throughputs of the considered rout-

ing schemes with CNCE algorithm as a function of
the successful packet transmission probability. From the
results, QoSSP-R w/ CNCE gives the highest through-
put among all routing schemes. In addition, QoSSP-R
w/ CNCE gives significantly better results than SP-R at
all cases of successful packet transmission probabilities.
The throughput gain is more significant at low success-
ful packet transmission probabilities because SP-R may
select paths without guaranteeing QoS requirements. The
throughput gain of QoSSP-R w/ CNCE over its subop-
timal counterpart, QoS-R w/ CNCE, is modest. How-
ever, QoSSP-R w/ CNCE achieves a throughput gain over
the QoS-R w/ CNCE since QoSSP-R w/ CNCE selects
paths with the highest end-to-end transmission relia-
bility, whereas QoS-R w/ CNCE merely chooses paths
that satisfy the QoS requirements. Obviously, transmis-
sion paths satisfying the QoS requirements may not give
the highest reliability. The throughput of QoSSP-R w/
CNCE is close to that of QoS-R w/ CNCE. We can con-
clude from the results that QoS-R w/ CNCE could be an
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Figure 6 Comparison of the throughput for various link qualities
in the networks having 15 nodes. To compare the throughput for
different routing schemes as a function of link qualities in the
simulated networks having 15 nodes.

effective alternative to QoSSP-R w/ CNCE if maximizing
the throughput is our objective.
Next, Figure 7 evaluates the performances of routing

schemes in terms of the number of channel uses. The
numbers of channel uses of QoSSP-R and QoS-R are
significantly less than that of SP-R at all link qualities. The
number of channel uses from SP-R is the highest at all
link qualities although its achievable throughput increases
as a function of the successful transmission probability.
In other words, SP-R has the lowest efficiency of chan-
nel utilization, especially at low link qualities. QoS-R
has a lower number of channel uses than QoSSP-R both
with andwithout CNCE algorithm. QoSSP-R selects paths
with the highest transmission reliability regardless of the
number of links used to transmit bitstreams whereas
QoS-R chooses the shortest paths that satisfy the QoS
requirements.
The importance of CNCE algorithm is also scrutinized

with the considered routing schemes. First, there is not
much difference in terms of the number of channel uses
between SP-R and SP-R w/ CNCE.When SP-R is a routing
scheme, the selected transmission paths of SP-R gen-
erally have low reliabilities. Applying CNCE algorithm
will further deteriorate transmission reliabilities and QoS
guarantees. Therefore, CNC structures are rarely formed
to enhance channel utilization in this environment. How-
ever, the gain from using CNCE algorithm can be seen in
both QoSSP-R andQoS-R. The number of channel uses of
both routing schemes decreases due to CNCE algorithm.
In addition, the CNCE algorithm can decrease the num-
ber of channel uses for QoSSP-R more than for QoS-R.
This comes from the fact that QoSSP-R selects the opti-
mal paths with higher reliabilities than QoS-R. Therefore,
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Figure 7 Comparison of the number of channel uses for various
link qualities in the networks having 15 nodes. To compare the
number of channel uses for different routing schemes as a function of
link qualities in the simulated networks having 15 nodes.
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the CNCE algorithm has a better chance to establish more
CNC structures without breaking QoS requirements.
Figure 8 shows the throughput per channel use of all

routing schemes. QoS-R w/ CNCE achieves the best
throughput per channel use among all routing schemes.
Both QoSSP-R w/ CNCE and QoS-R w/ CNCE signifi-
cantly achieve a better throughput per channel use than
SP-R with and without CNCE algorithm in all network
environments. Figures 9, 10, and 11 exhibit the through-
put, number of channel uses, and throughput per channel
use of all routing schemes, when the number of nodes in
the simulated network is equal to 20. From the results,
the performances of all routing schemes show the same
properties as those for the case of 15 nodes.
We can draw a conclusion from our experiments that

QoS-R should be used in transmissions with QoS guaran-
tees. QoS-R gives almost the same throughput as QoSS-R,
whereas it provides better channel utilizations in all net-
work environments. SP-R is not suitable to be used in
wireless networks with poor link qualities since it cannot
provide both QoS guarantees and high channel utiliza-
tions.

6.3 Effects of node densities
The influence of node densities over all routing schemes
is studied in this section with 50 randomly selected net-
works. The number of nodes in the network is varied
from 15 to 20 nodes. The successful transmission prob-
ability is random and uniform in the range of 0.90 ≤
1 − pl ≤ 1. Figure 12 shows the throughputs of SP-R
w/ CNCE, QoSSP-R w/ CNCE, and QoS-R w/ CNCE.
There is no effect of the node density on the achievable
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Figure 8 Comparison of the throughput per channel use for
various link qualities in the networks having 15 nodes. To
compare the throughput per channel use for different routing
schemes as a function of link qualities in the simulated networks
having 15 nodes.
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Figure 9 Comparison of the throughput for various link qualities
in the networks having 20 nodes. To compare the the throughput
for different routing schemes as a function of link qualities in the
simulated networks having 20 nodes.

throughput. Both QoSSP-R w/ CNCE and QoS-R w/
CNCE can achieve a throughput gain over SP-R w/ CNCE
at all simulated node densities. The gains are more signif-
icant when we increase the number of nodes. Figure 13
illustrates the number of channel uses of routing schemes
when we vary the node density. We found that the num-
ber of channel uses increases with the number of nodes
in each network. In other words, the efficiency of channel
utilization decreases because of the wireless link schedul-
ing constraint. Transmitted packets have higher collision
probabilities when nodes are denser. As a result, transmit-
ted packets use more transmission channels from a source
to a destination to avoid collision based on the definition

0.89 0.9 0.91 0.92 0.93 0.94 0.95 0.96
0

10

20

30

40

50

60

70

80

90

100

Successful data transmission probability of each link

C
ha

nn
el

 u
se

QoSSP−R
QoS−R
SP−R
QoSSP−R w/ CNCE
QoS−R w/ CNCE
SP−R w/ CNCE

Figure 10 Comparison of the number of channel uses for various
link qualities in the networks having 20 nodes. To compare the
number of channel uses for different routing schemes as a function of
link qualities in the simulated networks having 20 nodes.
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Figure 11 Comparison of the throughput per channel use for
various link qualities in the networks having 20 nodes. To
compare the throughput per channel use for different routing
schemes as a function of link qualities in the simulated networks
having 20 nodes.

of an independent set in Section 4.4. Figure 14 shows the
throughput per channel use as a function of the number of
nodes. Both QoSSP-R and QoS-R yield a better through-
put per channel use than SP-R at all node densities. QoS-R
w/ CNCE gives the best results.

6.4 Effects of traffic demands
We generate 50 random topologies in the experiment. A
successful transmission probability of each link is ran-
domly and uniformly generated, where 0.90 ≤ 1 − pl ≤ 1.
The number of nodes in each network is set to 15. Traf-
fic demands are determined by the number of s-d pairs.
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Figure 12 Comparison of the throughput for different routing
schemes as a function of node density. To compare the throughput
for different routing schemes as a function of node densities.
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Figure 13 Comparison of the number of channel uses for
different routing schemes as a function of node density. To
compare the number of channel uses for different routing schemes
as a function of node densities.

Source and destination nodes of these s-d pairs are ran-
domly chosen from nodes in the network. The number of
s-d pairs is varied from 10 to 20.
Figures 15, 16, and 17 show throughput, number of

channel uses, and throughput per channel use of all rout-
ing schemes with different traffic demands, respectively.
At all ranges of traffic demands, QoSSP-R w/ CNCE and
QoS-R w/ CNCE give a better throughput than SP-R with
and without CNCE algorithm. However, the throughput
performance degrades as the amount of traffic demands
increases since multiple s-d pairs compete for bandwidths
and QoS guarantees. The performance gaps between the
throughput from QoSSP-R and SP-R are more significant
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Figure 14 Comparison of the throughput per channel use for
different routing schemes as a function of node density. To
compare the throughput per channel use for different routing
schemes as a function of node densities.
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Figure 15 Comparison of the throughput for different routing
schemes as a function of the number of s-d pairs in each
network. To compare the the throughput for different routing
schemes as a function of traffic demands.

at high traffic demands. The throughput of QoSSP-R w/
CNCE is almost identical to QoS-R w/ CNCE, whereas
the number of channel uses for QoSSP-R w/ CNCE is
slightly higher than that of QoS-R w/ CNCE. Channel uti-
lizations of both QoSSP-R andQoS-R surpass that of SP-R
because our proposed routing schemes manage network
resources more efficiently. Both QoSSP-R and QoS-R put
an emphasis on the reliability constraint so that they select
paths based on the priorities of transmitted data and their
QoS requirements. In contrast, SP-R selects the shortest
paths from a source to a destination without considering
QoS requirements and data priorities. For throughput per
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Figure 16 Comparison of the number of channel uses for
different routing schemes as a function of the number of s-d
pairs in each network. To compare the number of channel uses for
different routing schemes as a function of traffic demands.
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Figure 17 Comparison of the throughput per channel use for
different routing schemes as a function of the number of s-d
pairs in each network. To compare the throughput per channel use
for different routing schemes as a function of traffic demands.

channel use, QoS-R w/ CNCE gives the best result. Both
QoSSP-R and QoS-R overcome SP-R and SP-R w/ CNCE
at all simulated traffic demands. However, CNCE algo-
rithm cannot improve the throughput per channel use of
SP-R as indicated by identical throughputs per channel
use of SP-R and SP-R w/ CNCE.

6.5 Effects of wireless interference: a case of single
wireless channel

In the earlier sections, we assume that wireless mesh net-
works use multiple transmission channels together with
careful channel planning such that interferences among
active transmission links are minimized. However, when
only one wireless channel is used, wireless interference
becomes crucial. Here, we investigate the performance
of our proposed scheme when there is only one wire-
less channel for transmission. We use the protocol model
[28], which is a simplified version of wireless interference
model, to define the conditions for a successful wireless
transmission. In this model, each node ni is equipped
with a radio module with a transmission range Ri and a
potentially larger interference range R′

i.
A transmission on link (ni, nj)with the physical distance

of dij will be successful if two conditions are satisfied as
follows.

1. Receiver node nj is in the transmission range of
transmitter node ni (dij ≤ Ri).

2. Receiver node nj is not in the interference range of
any transmitter node nk that is using the wireless
channel (dkj > R′

k).

The maximal transmission range and interference range
of each node ni are set to 100 and 200 m, respectively.
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The experimental settings are the same as in Section 6.2.
Specifically, ten source-destination (s-d) pairs are ran-
domly chosen in 50 random networks, where each net-
work has 15 nodes. The successful packet transmission
probability of each link is randomly generated, where
Z ≤ 1 − pl ≤ 1 and Z ∈ {0.89, 0.90, 0.91, 0.92, 0.93, 0.94,
0.95, 0.96}.
Figures 18, 19, and 20 show throughput, number of

channel uses, and throughput per channel use of all rout-
ing schemes with different traffic demands, respectively.
From the results, the comparative performances of all
routing schemes show the same trend as in Section 6.2.
Comparing with the multichannel use, a single-channel
use gives lower throughput and lower efficiency of chan-
nel utilization.
The lower obtained throughputs can be explained as

follows. By using the protocol model, there is one more
condition added to the definition of an independent set.
In particular, the receiver node of a link in an independent
set must not be in the interference ranges of the transmit-
ter nodes of the other links in the same independent set.
Consequently, the size of an independent set is in general
reduced, whereas the size of a family of independent sets
whose union can cover all links of the network is in general
increased. Given the same amount of traffic, the wireless
link scheduling constraint, and the same link capacities,
the number of channel uses available from independent
sets to support traffic demands per unit time becomes
smaller. Therefore, the capacity of wireless mesh networks
decreases when there is a single wireless channel available.

7 Conclusions
A routing scheme that provides QoS guarantee for hetero-
geneous layered unicast transmissions in multirate lossy
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Figure 18 Comparison of the throughput for various link
qualities in single-channel networks having 15 nodes. To
compare the the throughput for different routing schemes as a
function of link qualities in the simulated networks having 15 nodes.
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Figure 19 Comparison of the number of channel uses for various
link qualities in single–channel networks having 15 nodes. To
compare the number of channel uses for different routing schemes as
a function of link qualities in the simulated networks having 15 nodes.

wireless networks with and without CNC was investi-
gated and compared to its alternatives in this research.
The path of each layered unicast flow is obtained by
solving a constrained linear optimization problem sub-
ject to the QoS requirement of each flow. The associated
CNCE algorithm decides whether or not CNCwill be per-
formed at an intermediate node by considering the A-B, Y,
and X structures in the network. It was demonstrated by
computer simulations that the proposed QoS-aware rout-
ing scheme yields better throughput and higher channel
use efficiency with the QoS guarantee on heterogeneous
unicast flows.
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Figure 20 Comparison of the throughput per channel use for
various link qualities in single-channel networks having 15
nodes. To compare the throughput per channel use for different
routing schemes as a function of link qualities in the simulated
networks having 15 nodes.
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Appendix
Proof of Theorem 1
1. Consider the nonlinear term in (7) of the form

x(s,d)
i log (P(s,d)

i t). (28)

We can rewrite it as

x(s,d)
i log (P(s,d)

i t) = x(s,d)
i logP(s,d)

i + x(s,d)
i log t.

(29)

The term x(s,d)
i logP(s,d)

i can be replaced with
logP(s,d)

i since logP(s,d)
i = 0 when x(s,d)

i = 0. More
specifically, when x(s,d)

i = 0, f (s,d)

l,i = 0 for all links in

R(s,d)
i . Since P(s,d)

i = ∏
l∈R(s,d)

i
(1 − pl) f

(s,d)

l,i , P(s,d)
i = 1

and logP(s,d)
i = 0. Thus, the objective function can

be written as∑
(s,d)∈�

∑
i∈IM

κ
(s,d)
i {logP(s,d)

i + x(s,d)
i log t}. (30)

	
2. Consider an optimal solution with the optimal cost

denoted by Cm. Suppose that x(s,d)
i = x(s,d)

j = 1 and
P(s,d)
i > P(s,d)

j , but that κ
(s,d)
i < κ

(s,d)
j . Then, consider

an alternative solution whose cost is C′
m and is

obtained with the sublayers j and i interchanged.
Then,

Cm−C′
m=κ

(s,d)
i log (P(s,d)

i t)+κ
(s,d)
j log (P(s,d)

j t)

−κ
(s,d)
j log (P(s,d)

i t)−κ
(s,d)
i log (P(s,d)

j t)
(31)

=
(
κ

(s,d)
i −κ

(s,d)
j

)
×

(
log(P(s,d)

i t)−log(P(s,d)
j t)

)
.

(32)

Since κ
(s,d)
i < κ

(s,d)
j , the first term in (32) is negative.

Since P(s,d)
i > P(s,d)

j , the second term in (32) is
positive. It follows that Cm − C′

m < 0, contradicting
the assumption that Cm is the optimal cost. 	

3. If a flow of the ith sublayer for (s, d) can be
transmitted, the term x(s,d)

i log t in the objective
function (6) can be ignored. Since x(s,d)

i = 1 and log t
are constant, the term is invariant with respect to the
selected path. Now, consider the first term of (6)∑

(s,d)∈�

∑
i∈IM

κ
(s,d)
i logP(s,d)

i . (33)

It can be re-written as∑
(s,d)∈�

∑
i∈IM

κ
(s,d)
i

∑
l∈E

pl f
(s,d)

l,i , (34)

where p = log (1 − pl).

When pl for all l ∈ E is equal to a fixed constant,
since pl is a negative value, f

(s,d)

l,i should be set equal
to 0 as many times as possible to maximize (33). Since
f (s,d)

l,i = 0 refers to the unused link l for R(s,d)
i . Thus,

we conclude that the maximum objective function
refers to the minimum number of channel uses. 	
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