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Abstract— Objective quality assessment for compressed images
is critical to various image compression systems that are essential
in image delivery and storage. Although the mean squared
error (MSE) is computationally simple, it may not be accurate
to reflect the perceptual quality of compressed images, which is
also affected dramatically by the characteristics of human visual
system (HVS), such as masking effect. In this paper, an image
quality metric (IQM) is proposed based on perceptually weighted
distortion in terms of the MSE. To capture the characteristics
of HVS, a randomness map is proposed to measure the masking
effect and a preprocessing scheme is proposed to simulate the
processing that occurs in the initial part of HVS. Since the
masking effect highly depends on the structural randomness,
the prediction error from neighborhood with a statistical model
is used to measure the significance of masking. Meanwhile, the
imperceptible signal with high frequency could be removed by
preprocessing with low-pass filters. The relation is investigated
between the distortions before and after masking effect, and a
masking modulation model is proposed to simulate the masking
effect after preprocessing. The performance of the proposed IQM
is validated on six image databases with various compression
distortions. The experimental results show that the proposed
algorithm outperforms other benchmark IQMs.

Index Terms— Image quality assessment, compressed image,
human visual system, masking effect, low-pass filter.

I. INTRODUCTION

RELIABLE assessment of image quality is important
in improving the performance of image processing

systems. Due to the inconvenience of subjective image
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quality assessment, a large number of objective image quality
metrics (IQM) have been developed. Generally, there are
two different categories of objective IQMs. In the first cat-
egory, the characteristics of Human Visual System (HVS)
are explored and incorporated into IQM algorithms [1]–[8].
In [1], the luminance adaptation and the Contrast Sensitivity
Function (CSF) of HVS are considered in human’s perception
to luminance difference. In [2], a wavelet CSF is employed
and the distortion is analyzed in multiple channels after the
wavelet transform. In [3], the Haar wavelet is used to model
the space-frequency localization property of HVS responses.
In [4], a model of noise detection threshold is proposed to
determine the visibility of discrete wavelet transform noise in
image compression, which is similar to the concept of just
noticeable distortion (JND) [5]. In [6], the noise thresholds
are determined on contrast via CSF, and two-stage schemes
are proposed for the distortion less or larger the threshold.
Recently, visual attention has been studied extensively for
IQMs [7], [8]. Due to non-uniform distribution of the photo
receptors on the retina and visual attention that drives the most
sensitive part on interesting objects, images are not perceived
with the same resolution for each region and the visual atten-
tion drive the eye and make the most sensitive region of region
focus on interenting objects. Therefore the distortion is not
perceived equally and should be given different weights. In the
second category, rather than simulating the process of HVS,
IQMs are proposed from the view of signal processing by
involving image properties like structure information [9]–[11],
statistical information [12], [13]. In [9], the structural similar-
ity is computed using local mean and variance and the overall
performance is measured by averaging the local structural
similarity. In [12] and [13], the information fidelity criterion
is proposed by quantifying the information shared between
a reference and a distorted image. Recently the edge or
gradient similarity have been proved effective in modeling
IQMs [14]–[16]. More HVS based image quality metrics could
be found in the literature such as [57] and [58].

Most of the above IQMs are aimed at handling a large
range of distortion types and usually tested in databases
with multiple distortion types such as the TID database [17].
However developing an universal quality metric is quite chal-
lenge. Due to the wide application of image compression in
image delivery and storage, the compression distortion is one
of major distortion among various distortion types. Besides,
IQM plays a key role in image coding in the processes such as
Rate-Distortion Optimization (RDO) [18]–[20]. Therefore, it is
highly desired to have accurate IQMs for compressed images.
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Fig. 1. Compression distortion is content dependent. (a) Original image. (b) Compression distortion. (c) Additive distortion. (d) Transmission error distortion.

Compression distortion could include various types of visual
artifacts, which mainly are blurriness, blocking and ringing
artifacts. In fact, compression distortion has its unique charac-
teristics comparing to other distortion types. Masking effect is
widely exploited in the image codecs, and that makes compres-
sion distortion content dependent. In codecs, high frequency
components usually are quantized with larger quantizers than
low frequency components. Moreover, for prediction based
codecs, larger prediction residual in complicated area could
also result in larger distortions. In addition, most perceptual
image codecs try to hide distortion in the area that has large
masking effect. Therefore as shown in Fig. 1, the distortion
relates to original image that it is larger in complex content
than in smooth content. On the other hand, masking effect
from complex content could significantly prevent the distortion
being perceived. Therefore the masking effect become critical
to the compression distortion and it is important to make a
quantitative analysis of the masking effect on MSE.

Masking effect refers to human’s reduced ability to detect a
stimulus on a spatially or temporally complex background. The
traditional way to measure the masking effect is using a divi-
sive gain control method, which decomposes the image into
multiple channels and analyzes the masking effect among the
channels by divisive gain normalization [21], [22], [54]–[56].
However, the mechanism of gain control mostly remains
unknown. Additionally, since only simple masker such as
sinusoidal gratings or white noise is used in the experiments
to search for optimal parameters to fit the gain control model,
there is no guarantee that these models are applicable to natural
images [23]. In [24] and [25], it is pointed out that masking
effect highly depends on the level of randomness created
by the background. Usually the regular background contains
predictable content and the stimulus will become distinct from
neighborhood when it is different from human’s expectation
of its position. While in the random background, the content is
unpredictable, and thus any change on it will be less noticed.
Therefore, there is higher masking in the random background
than the regular background. In [24], a concept of entropy
masking is proposed to measure masking effect of background
using zero order entropy. However, it fails to consider the
spatial relation of pixel values. In addition, a single value
might not be enough to indicate randomness of the whole
background, because the content in the background may vary
significantly. Furthermore, only with masking measurement is
insufficient to predict the perceptual distortion, because it is
unclear how the proposed masking measurement affects the
perceived distortion.

In this paper, we first propose a method to measure the
randomness of the background with a spatial statistics model.
Since a regular structure has strong spatial correlation among
their neighborhood, which makes it easier to predict the
background from the neighborhood. Therefore, the prediction
error actually reflects the randomness of background. The
random background is less spatially predictable, resulting in
larger prediction error. Thus the spatial prediction error is
used as the measurement of randomness, indicating how much
the background could mask the noise. With this method,
we have a randomness map, rather than a single value,
to indicate the randomness of the structure at each pixel.
Then we investigate the model of masking modulation, which
mathematically analyzes how distortion is reduced with the
proposed randomness measurement based on the observation
of perceptual qualities in terms of MOS in different databases.
Meanwhile, we propose a simple but effective preprocessing
scheme, which removes the imperceivable error signals.

The rest of this paper is organized as follows. In Section II,
the scheme of randomness measurement is proposed. The
masking modulation model is introduced in Section III.
In Section IV, the experimental results are given to compare
the performance of the proposed IQM with other benchmarks.
Finally, Section V concludes this paper.

II. RANDOMNESS MEASUREMENT

The visual signal is affected by masking effect and the
visibility of compression distortion significantly depends on
the background of the images. Usually the distortion is easy
to be observed in the regular region and hard to be perceived in
disordered regions. To measure the masking effect of the image
content, the spatial randomness of image structure should
be measured. In this section, the randomness is measured
quantitatively using the spatial estimation error. Meanwhile
proper selection of prediction neighborhood is discussed as
well.

A. Randomness Measured With Spatial Statistics

For regular structure, the pixels always have strong cor-
relation with the neighboring pixels and the presence of
particular combinations of neighboring pixels will increase the
possibility of certain values of the current pixel. On the other
hand, for a disordered structure, the neighboring pixels will
provide less useful information to estimate the current pixel.

Let Y (u) and X(u) be jointly distributed random vari-
able and random vector standing for the current pixel and
neighboring pixels, respectively. At a particular position,
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y(i, j) is an example of Y (u) and similarly x(i, j) is an
example of X(u) representing the neighboring pixels. The
reasonable estimation of y(i, j) is E(y(i, j)|X(u) = x) =∑

y(i, j )∈S y(i, j)PY |X (y|x) where PY |X (y|x) is conditional

probability of y given X(u) = x and S is the set of all
possible y. However the estimation of PY |X is not easy and
thus we assume a linear estimation that

Ŷ (u) = HX(u), (1)

where H is an 1 × n matrix. The optimal H∗ is determined
by achieving the minimum mean of the error |(Y (u) − Ŷ (u)|
over all possible combination of Y (u) and X(u), which is
expressed as

H∗ = argmin
H∈R1×n

E[(Y (u) − HX(u))2], (2)

where E[·] is the expected value operator. To achieve the
optimal value, the following equation must be satisfied as

∂ E[(Y (u) − HX(u))2]
∂H

= 2H∗ · E[X(u)X(u)T ]
−2E[Y (u)X(u)T ] = 0, (3)

where T is the transpose operator. From Eq. (3), we could have
H ∗ = E[Y X(u)T ]E[X(u)X(u)T ]−1 and hence the optimal
estimation of y(i, j) given the neighboring pixels x is

ŷ(x)(i, j) = RY X R−1
X x(i, j), (4)

where RY X = E[Y X(u)T ] is the cross-correlation matrix
between X(u) and Y (u) and RX = E[X(u)X(u)T ] is the
correlation matrix of X. RY X and RX carry the structure
information of image content and vary as the image structure
changes.

If the neighboring pixels xi , (i.e., the components in X)
are linear dependent, RX is not full rank and thus it is not
invertible in Eq. (4). For example, in exactly plain regions,
the structural information is so limited that the rank of RX is
actually one. In such a case, R−1

X in Eq. (4) could be replaced
by pesudo-inverse R̃+

X , which is expressed as

R̃+
X = Um�−1

m UT
m, (5)

where �m is the eigenvalue matrix of all non-zero eigenval-
ues of matrix RX and Um is the corresponding eigenvector
matrix. As proved in appendix, the pesudo-inverse opera-
tion also provides the best estimation. Actually R̃+

X is a
generalized form of R−1

X . When RX is full rank, they are
equivalent.

The randomness of the structure could be measured by
the estimation error from the neighborhood with structural
correlation as

S(i, j) = |y(i, j) − RY X R̃+
X x(i, j)|. (6)

The large value of S(i, j) means the structure is more disor-
dered and thus contains more randomness. On the other hand,
for the regular structure, S(i, j) will be close to zero.

Fig. 2. Demonstration of sample extraction for y(i, j) and x(i, j).

Fig. 3. Different neighborhood sampling. (a) Dense sampling. (b) Sparse
sampling.

B. Estimation of Local Statistics

RY X and RX are the local properties of image content
patterns, and change with image content. They could be
estimated from pairs of y and x within local regions. A block
with the size of M × M centered at y is used to extract
the samples as shown in Fig. 2. The extracted samples are
XS = [x1, x2, · · · , xN]T , and YS = [y1, y2, · · · , yN ]T , where
N is the number of samples depending on the size of local
block M and xi and yi are sample pairs in a particular position.
The unbiased estimations of RX and RY X could be calculated
from the sample correlation matrix and the sample cross-
correlation matrix as

R̂X = 1

N − 1
X S X T

S , R̂Y X = 1

N − 1
YS X T

S , (7)

By replacing RY X and RX in Eq. (6) with their estimation
in Eq. (7), we could estimate the randomness with local
structure information.

C. Sparse Sampling of Neighborhood

The choice of neighboring pixels is not limited to the
adjacent pixels. Only the closest neighboring pixels are not
enough to capture the structure information of the patterns with
large size. Thus more neighboring pixels within reasonable
distance should be included as shown in Fig. 3 (a). A large
size of neighborhood will increase the number of neighboring
pixels and consequently will increase the computational com-
plexity to estimate the randomness. Usually the dense neigh-
boring pixels as shown in Fig. 3 (a) may contain significant
redundancy. In order to achieve a proper size of neighborhood
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Fig. 4. Different patterns and the heat maps of randomness with different
size of neighborhood. The images in each column are original images and the
corresponding randomness maps with different methods. (a) Regular patterns
with the size of 16 and 32 pixel respectively and a random pattern. (b) Dense
sampling within a block of 9 × 9 size. (c) Dense sampling within a block
of 17 × 17 size. (d) Sparse sampling within 17 × 17 block.

while maintaining a small number of neighboring pixels, the
neighboring pixels are evenly sampled from the neighborhood
as shown in Fig. 3 (b), and the sampled neighboring pixel set
could be expressed in a polar coordinate system as

V =
{

(θ, r)|θ = kπ

2
; r = 2l + 1 ≤ L

}

⋃{

(θ, r)|θ = (2k + 1)π

4
; r = 2

√
2l ≤ L

}

, (8)

where k = 0, 1, 2, 3, and l = 1, 2, · · · , N; L is the size of
neighborhood. Please note that the sampling method is not
unique and the sampling method as illustrated in Fig. 3 (b) is
adopted due to its simplicity and effectiveness.

To investigate the effect of neighboring pixels on the
randomness calculation, different neighborhood sizes and dif-
ferent sampling methods are tested on simple patterns and
the results are shown in Fig. 4. Fig. 4 (a) shows a regular
pattern with a small size and a large size and a random
pattern where the pixel values are independently uniform
distributed. In Fig. 4 (b), the neighboring pixels are dense
sampled within a small neighborhood size. We could see that

the proposed randomness measure could correctly estimate
the randomness of the pattern with small size, but fails for
large size. That is because the small size of neighborhood
only covers information of limited area. A large size of
neighborhood with dense sampling is used in Fig. 4 (c), where
the randomness is correctly estimated for both small and large
size of pattern. While in Fig. 4 (d), large neighboring size is
used and neighboring pixels are sampled sparsely as shown
in Fig. 3 (b). We could see that the calculated randomness
correctly captures the characteristics of images and achieves
similar performance with dense sampling except for some
errors due to the boundary effects. For the random pattern
in Fig. 3, since its structure is random and neighboring pixels
are independent with each others, all estimations give high
randomness.

Usually a larger neighborhood could provide better estima-
tion. However the scope of visual attention is limited, the
optimal size of neighborhood L in Eq. (8) varies according
to the pixel density and the viewing distance. Since in this
paper we assume these parameters are fixed, a constant size
of neighborhood is adopted. The randomness estimation on
natural images are shown in Fig. 5, where the left half of
image is more disordered while the right half is more regular
and the corresponding calculated randomness with consistent
with human perception.

III. MASKING MODULATION WITH RANDOMNESS

After estimating the masking effect with proposed random-
ness quantitatively, it is critical to investigate the relation of
the perceptual distortion and the randomness. Intuitively, the
distortion at the pixel with high randomness should be reduced
more than with low randomness. However, the exact model
of how randomness modulates the actual distortion is not
clear. Besides, different coding methods and image content
could result in distortion with very different properties. Some
distortion may contain more imperceivable distortion and
some may contain less. That makes MSE inconsistent among
various coding methods. Therefore, to simulate the processing
occurred in the initial parts of HVS, proper preprocessing that
removes imperceivable distortion is required. In this section,
we first preprocess the error with a low-pass filter. Then we
investigate the masking modulation at image level and later
extend the developed modulation relation to pixel level.

A. Preprocessing With Low-Pass Filtering

The initial visual signal processing in HVS includes two
steps. In the first step, the visual signal goes through eye’s
optics, forming an image on the retina. Because of the dif-
fraction and other imperfections in the eye, such processing
would blur the passed image. In the second step, the image
will be filtered by neural filter as it is received by photore-
ceptor cells on retina and then passed on to lateral geniculate
nucleus (LGN) and the primary visual cortex. These processes
are more like low-pass filtering and will hide parts of signal
from perception.

We assume the initial vision processing could be character-
ized by a linear transfer function and the magnitude of input
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Fig. 5. Illustration of randomness. (a) Original image. (b) Heat map of randomness.

and output signal in frequency domain is modeled as

IF (�) = G(�) · I (�), (9)

where I (�) and IF (�) are the input image and output
image in frequency �; G(�) is a modulation transfer func-
tion (MTF), reflecting the gain of the initial visual processing
to various spatial frequencies. G(�) is the concatenation of
the two MTFs at each step in the initial visual processing.
In the first step, the eye’s optics could be modeled as a
simplified pinhole imaging system and its optical MTF could
be expressed as a Gaussian blur function [29]. However the
neural MTF in the second step that occurs in the neural system
is hard to measure and model.

The CSF, which is defined as the inverse of contrast thresh-
old of detectable contrast at a given frequency, provides a com-
prehensive measure of spatial vision. Although it is not exactly
equivalent to MTF, it reflects the same trend as the modulation
gain. For instance, a higher sensitivity at particular frequencies
always means a higher modulation gain at the correspond-
ing frequencies and vice versa. Therefore, many researchers
have treated the CSF as the spatial MTF, and used it to
define characteristics of initial processing in HVS [26]–[28].
In this paper, we adopt CSF as the MTF of initial visual
processing. There are various CSF models proposed in
past [30]–[37], and a generalized model is proposed in [34]
and [35] as

G(�) = (a + b�)e−c�, (10)

where � is the spatial frequency and a, b, c are constant model
parameters and according to [34], they are set to 0.31, 0.69,
and 0.29, respectively. The CSF is a low-pass filter which
peaks at a certain frequency and then drops significantly. The
CSF indicates that the human eye is less sensitive to higher
frequency distortion. Therefore, the perceived distortion could
be expressed as

�IF = g ∗ I − g ∗ IC

= g ∗ �I, (11)

where I and IC are the original and compressed images; the
operator ∗ means the convolution; �I is the actual distortion

Fig. 6. The relation of MOS and distortion measurement for different coding
methods. The images are coded with different coding methods: including
encoding with JPEG2000 using two different setting, denoted as “JPG2K_1”
and “JPG2K_2”; with JPEG XR using two different setting denoted as “XR_1”
and “XR_2”; and JPEG coding denoted as “JPG”. Details are included in [41].
(a) and (c) Without LPF for the image “bike” and “woman”, respectively.
(b) and (d) With LPF for the image “bike” and “woman”, respectively.

that �I = I − IC ; g is the spatial low-pass filter of the
CSF in Eq. (10). �IF reflects the observed distortion after
initial visual processing. In this way, we could remove the
high frequency noise that could not be perceived by humans.

Different encoding methods could yield distinct properties
that MSE may not be able to capture. To investigate the effect
of low-pass filtering, the distortion measurement before and
after low-pass filtering are defined as

D = ln (MSE) , DF = ln (MSEF) (12)

where M SE and M SEF are the mean squared error without
and with low-pass filtering, i.e., mean squared value of �I
and �IF . Fig. 6 (a) and 6 (c) show the plots of MOS vs. D,
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Fig. 7. Frequency magnitude of the distortion �I . DC component locates
at the center. (a) and (b) Show the image “bike” coded with “JPG2K_1” and
“JPG2K_2”, respectively. (c) and (d) Show the image “woman” coded with
“JPG2K_1” and “JPG2K_2”, respectively.

Fig. 8. Plot of MOS vs. DF . Each line corresponds to one original image.
(a) Actual plot of MOS vs. DF from database Toyama. (b) Idealized plot of
MOS vs. DF .

where the images are coded with different coding methods
at different quality levels. We could find that given the
same D, the images coded with “JPG2K_1” has smaller
MOS than with other coding methods, which means the
distortion from “JPG2K_1” is more obvious. This is because
as shown in Fig. 7, for “JPG2K_1”, the most distortion energy
locates on low frequencies while for “JPG2K_2” the distortion
energy spreads out to higher frequencies at which humans
are less sensitive. After low-pass filtering, the most parts of
imperceivable distortion are removed, and hence DF becomes
more consistent among different coding methods as shown
in Fig. 6 (b) and Fig. 6 (d).

B. Imagewise Masking Modulation

To investigate how the masking effect reduces the visi-
bility of distortion at image level, The relationship between
DF and MOS is shown in Fig. 8 (a) for various images
compressed at different quality levels. Each circle represents
a coded image and the circles connected by the same lines

TABLE I

AVERAGE MOS AND AVERAGE DF OF EACH IMAGE

share the same original images. In other words, the connected
circles in Fig. 8 (a) are the images compressed from the same
original images but with different compression levels, hence
they are affected by the same masking effect.

As we could see in Fig. 8 (a), for the image set sharing
a particular original image, their MOS values monotonically
decrease with DF and each image set has similar MOS-DF

relation but with different horizontal displacement. The mean
MOS and mean DF of each set is calculated and summarized
in Table I, where we could see the average perceptual quality
of coded image is around at 3.0 in MOS, however the mean
DF is quite different from each other.

Such difference in horizontal displacement comes from
the different masking effect of different images. Given the
same MOS, the lines of the images on the right side have
more distortion than the lines on left as shown in Fig. 8 (a),
which means the image on the right side has more masking
which makes it appear the same quality as the images on the
left side. Therefore, the image sets with strong masking effect
are more likely to have curves on the right side, and the relative
displacement of these curves to the left reflects the significance
of masking effect.

To investigate these horizontal displacement of these curves,
the small difference in the shapes of curves is neglected
by idealizing the curves as in Fig. 8 (b). Consequently the
MOS-DF relation could be expressed as

̂MOS = F(DF − P(S)), (13)

where ̂MOS is the predicted MOS; F(·) is a nonlinear
monotonic decreasing function representing the shape of these
curves and P(S) is the displacement of the curves, which is a
function of randomness S of the corresponding images, since
S reflects the significance of masking effect.

The actual horizontal displacement of the curves could be
measured by the intersection of the curves and any horizontal
lines such as MOS = 3.0 as shown in Fig. 8 (b). Using
other lines will result in a constant adding to P(S), but it will
not affect the following equations. To investigate the relation
between P(S) and randomness S, the image level randomness
is calculated by averaging pixel level randomness as

S̄ = 1

W H

W∑

i=1

H∑

j=1

S(i, j) (14)

and the plot of P(S) vs. S̄ is shown in Fig. 9. In Fig. 9 (a),
for the Toyama database we could observe that P(S) increase
linearly with S̄. The same observation could be obtained in
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Fig. 9. The linear relationship between mean randomness S̄ and horizontal
displacement P(S). (a) On Toyama. (b) On MMSPG.

Fig. 9 (b) for the MMSPG database. Therefore their relation-
ship could be expressed as

P(S) = λS̄ + b, (15)

where λ and b are model parameters. Then by substituting
Eq. (12) and Eq. (15) into Eq. (13), we could have

̂MOS = F
(

ln(MSEF · e−λS̄) − b
)

= G
(

MSEF · e−λS̄
)

(16)

where G(·) ≡ F(ln(·) − b) is a nonlinear mapping.
It is acceptable for a IQM to predict MOS through a nonlinear
mapping, because the mapping is easy to be found and it
depends on various environmental factors like the range of
MOS and evaluation methodology. Therefore, in [38] and [39],
a nonlinear mapping is not considered as part of IQM, rather it
is left to the final stage of performance evaluation. G(·) could
be obtained by fitting the objective prediction scores to the
subjective quality scores as described in [38] and [39].

From Eq. (16), we can conclude that Image-wise Perceptu-
ally Weighted MSE (IPW-MSE) is a good indicator of MOS,
which is calculated as

IPW-MSE = MSEF · e−λS̄ (17)

Without considering the masking effect, MSEF is not accu-
rate enough to indicate the perceptual quality as we have
observed in Fig. 8. Eq. (17) gives the exact relation how MSEF
should be modified with randomness S. It is also consistent
with our intuition that the increase of image level randomness
S̄ will reduce the visibility of distortion MSEF.

C. Pixelwise Masking Modulation

In the above section, we discuss the same distortion
(i.e., MSEF) does not mean equal perceptual quality in dif-
ferent images due to the masking effect. Rather it should
be modulated with randomness as in Eq. (17). Even within
the image, the distortion is not equally perceived because
of the various masking effect in different image regions.
To obtain the precise IQM, we consider the masking effect
at a finer level, i.e., pixel level. Since the subjective test
can be hardly conducted at pixel level, we assume that the
obtained modulation relationship at image level in Eq. (17)
is also applied to pixels. It is validated by the performance
improvement in the experiments of Section IV. In Eq. (17),
by replacing MSEF and mean randomness (S̄) with filtered

squared error �IF (i, j)2 and randomness S(i, j) of each pixel
measured in Eq. (6), we have modulated the squared error at
each pixel as

SEM (i, j) = �IF (i, j)2 · e−λ2·k·|y(i, j ) − RY X R̃−1
X x(i, j )| (18)

where λ2 is a constant model parameter and k is related to
image resolution, i.e. k = 1 if W × H > 768 × 511 and
k = 0.083 elsewise. In this way, the normalized distortion at
each pixel has equal perceptual effect.

Fig. 10 (a) and (b) show a original image and the com-
pressed image. Fig. 10 (d) shows the filtered distortion, where
we can see that even though the actual distortion in the sky area
is much small compared to that in other parts, the perceived
distortion is still comparable to other parts. This is because the
sky area is smoother than other areas, and thus the masking
effect is much weaker than other parts. That could be reflected
by the corresponding randomness map as shown in Fig.10 (c).
After modulating the actual distortion with the randomness
map, we can see the distortion in the sky area is enhanced
relatively. This is consistent with perceptual observation.

Since the modulated distortion is perceptually normalized,
the perceptually weighted MSE (PW-MSE) is calculated by
even pooling as

PW-MSE = ln

⎛

⎝
1

H W

H∑

i=1

W∑

j=1

SEM (i, j)

⎞

⎠. (19)

Similarly MOS could be predicted with PW-MSE through a
proper nonlinear mapping.

IV. EXPERIMENTAL RESULTS

To evaluate the performance of PW-MSE, six databases with
various types of compression distortion are used, including
Toyama [40], MMSPG [41], TID2008 [17], TID2013 [51]
and CSIQ [52]. In the Toyama database, there are 14 original
images with solution of 768×512. Each original image is
encoded with JPEG [42] and JPEG2000 [43] at six different
quality levels, generating 168 distorted images. In the MMSPG
database, there are 6 original images with the solution of
1280×1600. Three different codecs JPEG, JPEG 2000 and
JPEG XR are used in the database. For JPEG 2000 and JPEG
XR two different coding strategies are adopted, which are
denoted as “JPG2K_1” and “JPG2K_2”, “XR_1” and “XR_2”,
respectively. For each coding method, original images are
coded at 6 different quality levels. Therefore, there are totally
160 distorted images. There are a broad spectrum of distortion
types in the TID2008, TID2013 and CSIQ databases. Since we
are only intereted in compression distortion, only JPEG and
JPEG 2000 distortion are investigated on these databases.

As for metrics of performance evaluation, the Pearson linear
correlation coefficient (PLCC), Spearman rank order correla-
tion coefficient (SROCC) and root mean squared error (RMSE)
are employed as described in [38] and [39]. PLCC generally
indicates the goodness of linear relation. SROCC is com-
puted on ranks and thus depicts the monotonic relationships.
RMSE computes the prediction errors and thus depicts the
prediction accuracy. To put the MOS and its prediction on the
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Fig. 10. Distortion modulated at pixel level. (a) Original image. (b) Distorted image. (c) Heat map of randomness. (d) Distortion before modulation.
(e) distortion after modulation (properly scaled for better illustration).

TABLE II

PERFORMANCE EVALUATION AT EACH STEP

same scale for various algorithms, a monotonic logistic func-
tion is used to find nonlinear mapping between the prediction
and subjective quality scores as [39]:

q(x) = α1

(

0.5 − 1

1+ ex p(α2(x − α3))

)

+ α4x + α5, (20)

where α1 to α5 are the parameters obtained by regression
between the input and output data.

A. Validation at Each Stage

The proposed algorithm consists of several steps to simulate
the different stages of HVS. To evaluate the effectiveness
of the proposed IQM at each step, intermediate results are
summarized in Table II for all six databases.

We evaluate the performance of DF in Eq. (12) after
applying low-pass filter. Then frame level masking effect
is considered and the performance of IPW-MSE is mea-
sured, and finally the performance of PW-MSE is measured.
As shown in Table II, the performance on compression dis-
tortion of all databases are presented, where we can see, as
the starting point, MSE has the worst performance comparing
to other steps of the proposed algorithm. This is expected
because MSE does not incorporate any characteristics of HVS.

Then from DF to PW-MSE, the performance on the overall
database is improved from 0.822 to 0.926 in PLCC for the
Toyama database and from 0.890 to 0.954 in PLCC for
the MMPSG database. Similarly, we can observe the similar
trend on other databases and in other performance metrics,
i.e., SROCC and RMSE.

The performance of DF is significant improved from MSE.
This is because with the low-pass filtering, DF removes
the most parts of imperceivable distortion, making it
more consistent with the human perception. IPW-MSE and
PW-MSE improves the performance further, because in addi-
tion to low-pass filtering, the masking effect is considered.
Moreover, we could find that the performance of PW-MSE
is generally better than IPW-MSE either under each type of
distortions or under the overall database. This is because in
PW-MSE, the masking effect is considered at a finer scale
than in IPW-MSE, as a consequence, the predication is more
accurate.

B. Parameter Investigation

Parameters are critical to the performance of the proposed
algorithm. λ2 in Eq. (18) is an important parameter that would
affect the overall performance. To investigate its influence on
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Fig. 11. The effect of model parameter λ2 on various performances. (a) PLCC (b) SROCC (c) RMSE.

Fig. 12. Visual illustration of distortion modulation at pixel. (a) Original image. (b) Distorted image. (c) Randomness map. (d) Distortion modulated with
λ2 = 0.2. (e) Distortion modulation with λ2 = 1.2. (f) Distortion modulation with λ2 = 2.2.

the final performance, experiments are carried out by varying
it in the range of [0, 3].

The curves of the overall performance on the six databases
are shown in Fig. 11 for PLCC, SROCC and RMSE, respec-
tively. When λ2 = 0, the masking modulation with random-
ness is actually eliminated, resulting in the same performance
as DF . As shown in Fig. 11 (a), when λ2 increases slightly,
the performance increases significantly on all the databases.
During this stage, the masking modulation starts affecting
and the parts masked by strong maskers reduce its impacts
on the overall quality index. When λ2 becomes larger, after
peaking at a certain value, the performance starts decreasing.
This is because some distortion is over-masked and thus it
is not consistent with the HVS. The same observation could
be obtained in SROCC and RMSE in Fig. 11 (b) and (c).
As for the best λ2, it is almost constant on each database that
it generally falls in the range [1, 2]. In the proposed algorithm,
it is fixed at 1.2.

Fig. 12 visually illustrates the masked distortion with dif-
ferent parameters. We can see that in the distorted images
in Fig. 12 (b), the distortion is more obvious in the sky region
where the content is simple, while less obvious in the rock
region. If the parameter λ2 is too small as in Fig. 12 (d),
the distortion in the complex region is not masked enough.
Thus the measured quality index is not accurate enough. When
λ2 is too large as in Fig. 12 (f), the distortion in the complex
region is over masked that it totally disappears, which is also
inaccurate.

C. Validation of Effectiveness of Randomnness Map

To further verify the effectiveness of proposed randomness,
a entropy map and a masking map generated from division
gain normalization [59] are used to replace randomness map in
the proposed metric and their performance are compared. The
entropy map is calculated based on 9×9 blocks, pixels within
each non-overlap 9 × 9 block share the same entropy value.
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TABLE III

OVERALL PERFORMANCE ON DIFFERENT DATABASES

TABLE IV

RESULTS OF STATISTICAL SIGNIFICANCE TEST

Fig. 13. Relation between displacement of metric curves and entropy map.
(a) On the Toyama database. (b) On the MMSPG database.

The linear relation in Eq. (15) is critical to the accuracy of
proposed quality metric. We can see that the randomness could
generally achieve a good linear relation as shown in Fig. 9.
The relation between entropy map and displacement of metric
curves are visually shown in Fig. 13, where we can see that
there is neither strong linear relation nor other proper relation.

The performance of the proposed metric with different
masking maps is evaluated on various databases. The results
are shown in Table III and it is obvious that the proposed
metric with randomness map has better performance. This is
because randomness has better prediction for the displacement
of metric curves and the performance of the proposed metric
significantly relies on such relation, otherwise the metric could
not effectively estimate the masking effect.

D. Comparison With Benchmark Algorithms

In this section, the performance of PW-MSE is com-
pared with that of the seven benchmarks including:

TABLE V

COMPRESSION DISTORTION AND ITS VISUAL ARTIFACTS

PSNR, SSIM [9], MS-SSIM [11], VIFp [13], GSMD [45],
FSIM [14] and VSI [46]. Default setting is used for all the
benchmark IQMs. FSIM and VSI are computed in color space
and the rest IQMs are computed in gray images, where color
images in RGB space are converted into YCbCr color space
and only the luminance component Y is used. In TID2008,
TID2013, and CSIQ databases, only the images with com-
pression distortion, i.e., JPEG and JPEG 2000 distortion are
used for evaluation.

Generally PLCC, SROCC and RMSE are consistent in
performance evaluation, but not always. For example, in
Table III, PW-MSE achieve the best performance on TID2008
in terms of PLCC, but not the best in terms of SROCC. That
is because these evaluation methods measure different aspects
of performance, and they are not exactly the same.

For the overall performance, from Table III, we can see that
PSNR has the worst performance in PLCC among all IQMs.
This is reasonable, because all the other IQMs incorporates
with the characteristics of HVS while PSNR merely com-
putes the pixel errors. We can have the similar observa-
tion in other performance metrics, i.e., SROCC and RMSE.
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Fig. 14. Scatter plot of MOS vs. IQMs. (a) PSNR (b) SSIM (c) MS-SSIM (d) VIFp (e) GSMD (f) FSIM (g) VSI (h) PW-MSE.

TABLE VI

PERFORMANCE ON JPEG2000 DISTORTION

SSIM and MS-SSIM have similar performances on both
databases, this is because both of them measure the structure
distortion. In PLCC, PW-MSE outperforms other seven bench-
marks, except on the CSIQ database, where it also achieves
close performance to the best performer MS-SSIM. In general,
PW-MSE has excellent performance comparing with other
benchmarks under various evaluation methods.

To obtain statistical conclusions on the performance
of PW-MSE, we followed similar approaches of hypothesis
testing in [45] and [47]. The hypothesis tests are carried out
on the MOS prediction residual of two quality metrics, which
is assumed to follow Gaussian distribution. The left-tailed
F-test to the residuals of every two metrics on different
databases and the results are shown in Table IV. A test
result of H = 1 for the left-tailed F-test at a significance
level of 0.05 means that the metric in the column has better
performance than the model in rows with a confidence greater
than 95%. A value of H = 0 means the metric in the column
has indistinguishable or significant worse performance than the

metrics in rows. Each cell of Table IV contains 5 flags, which
from left to right stand for the test results on the Toyama, the
MMSPG, the TID2008, the TID2013, and the CSIQ databases,
respectively. We can see that PW-MSE has the most positive
flags, i.e., 1, indicating it has significant better performance
than other metrics on most databases.

To provide a visual comparison among the benchmark IQMs
and the proposed algorithm, the scatter plots of the quality
index versus the MOS are shown in Fig. 14, where each point
corresponds to a distorted image. We could see that for SSIM,
MS-SSIM, GSMD and FSIM, the quality scores of the good
quality images are very close to each other. For example,
in SSIM, for the images with quality higher than 50 in MOS,
its SSIM scores are in the range of 0.99 to 1.00. For PW-MSE,
quality scores are evenly distributed.

E. Performance on Individual Distortion Types

The compression distortion consists of various visual dis-
tortion types, e.g., blurriness, blocking and ringing artifacts.
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TABLE VII

PERFORMANCE ON JPEG DISTORTION

TABLE VIII

PERFORMANCE ON JPEG XR DISTORTION

As pointed out in [48]–[50], different compression distortion
types may be dominated by very different visual distortion
types. For example, JPEG distortion mainly include blocking
and ringing artifacts, while JPEG 2000 distortion include
blurriness and ringing artifacts. Table V summarizes the com-
pression distortion and their main visual distortion types.

To have a comprehensive understanding of the performance
of the proposed metric on individual type of distortion,
especially on the distortion types that are visually different,
we compare the performance with benchmark metrics on
JPEG 2000, JPEG and JPEG XR, respectively and the results
are listed in Table VI, VII, and VIII, respectively. We can see
that for JPEG 2000, PW-MSE hits the top 8 times, which is
better than other quality metrics. Similarly for JPEG and JPEG
XR, PW-MSE also has the best performance in terms of being
the best metric on a specific database.

Besides, we also compare the performance on other non-
compression distortions such as Gaussian blur and white
additive noise. The results are shown in Table IX and X,
respectively and the top 3 performers are highlighted in
bold font. As we can see, the proposed metric still has the
comparable performance with other benchmark metrics.

F. Computational Complexity

The computational complexity of the proposed PW-MSE is
also analyzed in this section. Since PW-MSE consists of three
stages: namely they are low-pass filtering, randomness calcu-
lation and modulation, their time consumption is investigated
respectively. The average processing time over all images of
each database was measured for each stage. The results are
illustrated in Fig. 15, where we can see that, because of the
larger image resolution, the time consumption on the MMSPG
database is higher than on the Toyama database. Moreover, on

Fig. 15. Average consumed time in each stage of the PW-MSE.

Fig. 16. Average total consumed time of the benchmark algorithms and the
PW-MSE. (a) On the Toyama database (b) On the MMSPG database.

both databases, we can find that the randomness calculation
takes a large portion of computation in the proposed algorithm.

Meanwhile, we also compared the total time consumption
of PW-MSE with other benchmark algorithms. The mean of
consumed time for each image was measured and the results
on both databases are shown in Fig. 16. Among these IQMs,
since PSNR is the simplest in computation complexity, it has
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TABLE IX

PERFORMANCE ON GAUSSIAN BLUR

TABLE X

PERFORMANCE ON WHITE NOISE

the least computing time as expected. Because SSIM and
GSMD calculate the similarity of pixel and edge information
respectively, their time consumption is slightly larger than
PSNR and less than other algorithms. For PW-MSE, since the
randomness is computed for the entire image, it increases the
computational complexity, but it still has less or comparable
time consumption comparing with the rest IQMs.

V. CONCLUSION

In this paper, PW-MSE is proposed for compressed images.
The masking effect as well as the low-passing filter charac-
teristics of the initial process of HVS is explored. To math-
ematically model and simulate the initial process in HVS,
the CSF is adopted as the transfer function in frequency
domain. The error signal from the compression distortion is
filtered with the proposed transfer function in spatial domain,
which removed most errors in high frequency that can not be
perceived by humans. Furthermore, after processing through
the initial part of HVS, the error signal is highly affected
by various masking effects from different image contents.
To study the masking effect quantitatively, the randomness is
proposed to measure it by considering the spatial correlations.
Moreover, a modulation relation among the randomness and
the distortion before masking and after masking is investigated.
By observing the relation of MOS and the distortion before
masking effect, a modulation model is proposed at image level.
Later, it is extended into pixel level, providing finer scale
masking analysis. PW-MSE is tested on the databases with
various compression distortions. By validating at every step,
we could found that each step of PW-MSE contributes to over-
all performance improvement. The performance comparison
with other benchmark IQMs demonstrates the effectiveness
of PW-MSE.

APPENDIX

OPTIMAL ESTIMATION IN SINGULAR CASE

Since there is redundency in neighborhood information and
thus X(u) is linear dependent, we could reduce the redundent
information by transform the X(u) into linear independent
vector as

X̃(u) = QX(u), (21)

where Q = �
− 1

2
m UT

m and �m and Um are the same as
in Eq. (5). Instead of estimating with X(u), we estimate Y (U)
with X̃(u). Since X(u) can be fully recovered from X̃(u), the
optimal estimation with X̃(u) is also optimal with X(u). The
correlation matrix of X̃(u) is

RX̃ = E[QXXT QT ]
= QRX QT

= I, (22)

and the cross-correlation matrix of Y (u) and X̃(u) is

RY X̃ = RY X QT , (23)

Therefore, using Eq. (4), we could have the optimal esti-
mation with X̃(u) as

Ỹ (u) = RY X̃ R−1
X̃

X̃(u)

= RY X QT QX (u)

= RY X Um�−1
m U T

m X (u), (24)

where Um�−1
m U T

m is the psudo-inverse as expressed in Eq. (5).
When there is reduedency in neighboring pixels, we could use
Eq. (24) to estimate current pixel.
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